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QUANTIZERS I N  LINEAR PREDICTIVE CODING OF SPEECH 

Marc L.  Bel leau  

Abs t rac t  

There have been many at tempts  i n  t h e  p a s t  t o  reduce 

t h e  t ransmission r a t e  f o r  a  d i g i t a l  r e p r e s e n t a t i o n  of a 

speech waveform. One technique f o r  achieving t h i s  goal  

i s  a  parametric r e p r e s e n t a t i o n  using l i n e a r  p r e d i c t i o n ,  i n  

which t h e  parameters of  t h a t  model a r e  quant ized  b e f o r e  

being t ransmi t ted .  The purpose of  t h i s  t h e s i s  is t o  study 

the  e f f e c t s  of quan t i za t ion .  F i r s t ,  l i n e a r  p r e d i c t i o n  methods 

i n  a n a l y s i s ,  p i t c h  e x t r a c t i o n  and syn thes i s  are reviewed, 

D i f f e r e n t  d i s t a n c e  measures and f i d e l i t y  c r i t e r i a  a r e  i n t r o -  

duced. Then, f o r  t h e  r e f l e c t i o n  c o e f f i c i e n t s  o f  l i n e a r  

p red ic t ion ,  schemes l i k e  i n v e r s e  s i n e  q u a n t i z a t i o n  and 

one which minimizes t h e  expected s p e c t r a l  d e v i a t i o n  bound, 

a r e  discussed i n  d e t a i l .  F ina l ly ,  because t h e s e  c o e f f i c i e n t s  

a r e  mutually dependent, a  d e c o r r e l a t i o n  procedure i s  appl ied ,  

and f o r  t h e  s e t  o f  parameters obtained i n  t h i s  way, a  

-quant iza t ion  method which minimizes t h e  expected s p e c t r a l  

d y i a t i o n  bound i s  then  der ived  and compared t o  t h e  above 

. 'mentioned schemes. 
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QUANTIFICATEURS OPTIMAUX DANS LE CODAGE DE LA PAROLE 

UTILISANT LA PREDICTION LINEAIRE 

Marc L. Belleau 

Afin de diminuer la vitesse de transmission dans la 

reprssentation digitale de la parole, la prsdiction linEaire 

est utilis6e, et les coefficients de rsflexion, implicite 

dans la solution aux squations de cette msthode, sont quantifiss. 

Tout d'abord, une revue est faite des msthodes de la prsdiction 

lineaire dans I'extraction de la frsquence fondmentale, 

l'analyse et la synthsse de la parole. Ensuite, diffsrentes 

mesures de distorsion et diffsrents critsres de fid6litE sont 

consid6rss. Pour les coefficients de r6f lexion, des m6thodes 

telles que la quantification arcsinus et celle qui minimise 

la borne supsrieure de la dsviation spectrale moyenne, sont 

examin6es. Etant donnEe 11interd6pendance des coefficients 

de rsflexion, ces derniers sont transform6s en d'autres 

paramstres, pour 6liminer cette corr6lation. Finalement, la 

m6thode de quantification, minimisant la borne supsrieure de 

la deviation spectrale moyenne de ces nouveaux pararnStres, 

est coinpar& aux m6thodes mentionnses ci-dessus, 
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I : INTRODUCTION - 

Over t h e  p a s t  t e n  years  much e f f o r t  has  been spen t  

t r y i n g  t o  reduce t h e  b i t  r a t e  of d i g i t i z e d  speech s u b j e c t  

t o  a f i d e l i t y  c r i t e r i o n .  B i t  r a t e  reduct ion  is necessary 

i n  the t ransmiss ion  of speech s i g n a l s  over  noisy communication 

channels. Conventional sampling and quan t i z ing  of a speech 

waveform r e q u i r e s  36,000 b i t s / s e c  i f  no d i f f e r e n c e  between 

the o r i g i n a l  and ou tpu t  waveform is t o  b e  perce ived  by t h e  

ea r .  However t h e  entropy of  t h e  w r i t t e n  informat ion  of a 

spoken language i n  t e r m s  of t h e  r e l a t i v e  f r equenc ies  of 

occurrence of independent le t ters  is  about 50 b i t s / s e c  [ l ] .  

+ r  I ? . -  2 ---- 3 -----, -,L,,d .,,, 7 r--- LL- ---.--L--.:-L- . L 1 ,  u p  L * "  L r l b  UVI IUCL U I 4 . U "  ZE =s 

language a r e  in t roduced,  t h e  entropy is even smaller. 

Furthermore, ' as s t a t e d  i n  [ I ] ,  experiments have shown 

t h a t  human s u b j e c t s  probably cannot process  informat ion  a t  

a r a t e  above 50 b i t s / s e c .  Hence, i f  a s u b j e c t  is t o  pe rce ive  

a l l  t h e  p a r t i c u l a r  c h a r a c t e r i s t i c s  of a speaker,  such  a s  v o c a l  

i n f l e c t i o n s ,  t imbre,  n a s a l i t y ,  t h e  w r i t t e n  v e r s i o n  of  the 

spoken u t t e rance  must con ta in  redundant informat ion .  I n  v i e w  

of these  f a c t s ,  t h e  speech waveform i s  seen t o  b e  h igh ly  

redundant. Therefore a scheme i s  sought t h a t  will e x t r a c t  as 

few parameters a s  p o s s i b l e  and w i l l  permit  reproduct ion  of t h e  

o r i g i n a l  speech waveform a s  w e l l  a s  p o s s i b l e  i n  s o m e  pe rcep tua l  

sense.  Many such methods have been proposed and i n  p a r t i c u l a r  



t h e  method of  l i n e a r  p r e d i c t i o n  h a s  been q u i t e  s u c c e s s f u l  

i n  a c h i e v i n g  t h a t  goa l .  

The fol1owin.g i s  a  b r i e f  l i s t  of q u a n t i z a t i o n  methods 

based upon l i n e a r  p r e d i c t i o n ,  t h a t  have been found u s e f u l  i n  

t h e  r e d u c t i o n  of  b i t  r a t e  i n  speech: 

- e q u a l  a r e a  coding of t h e  r e f l e c t i o n  c o e f f i c i e n t s  by 

Senef f  [ l 7 ,  December 19 741 . 
- uniform q u a n t i z a t i o n  o f  t h e  r e f l e c t i o n  c o e f f i c i e n t s  by 

Markel and Gray 110, 19741 and also by Chandra and 

L i n  [16, August 19771. I n  connec t ion  w i t h  t h i s  method 

t h e r e  is  a l s o  the dynamic programming b i t  a l l o c a t i o n  of  

I t a k u r a  and S a i t o  mentioned i n  110 I (1972) . 
- t h e  l o g  area q u a n t i z a t i o n  o f  t h e  l o g  area pa rame te r s  by 

Viswanathan and Makhoul [ I s ,  June 19751. The Huffman 

coding  of  t h e s e  parameters  by Makhoul (1974) i s  also 

d e s c r i b e d  i n  d e t a i l  i n  [ 2 ] .  

- t h e  i n v e r s e  s i n e  q u a n t i z a t i o n  o f  t h e  r e f l e c t i o n  c o e f f i c i e n t s  

and t h e  two parameter  q u a n t i z a t i o n  scheme by Markel  and 

Gray [ l 4 ,  December 19 76 I . 
- t h e  minimum expected s p e c t r a l  d e v i a t i o n  bound q u a n t i z a t i o n  

o f  t h e  r e f l e c t i o n  c o e f f i c i e n t s  by Markel and Gray 112, 

February 19 771 . 
- t h e  d e c o r r e l a t i o n  and DPCM approach of  Sambur 118, December 

19751. 



A l l  o f  t h e  above methods w i l l  be  d i s c u s s e d  i n  t h e  

fo l lowing  c h a p t e r s .  F i r s t ,  an  o v e r a l l  i n t r o d u c t i o n  t o  t h e  

t h e s i s  w i l l  b e  given.  

The f i r s t  s e c t i o n  o f  Chapter  I1 i s  e s s e n t i a l l y  a 

review of  l i n e a r  p r e d i c t i o n  a n a l y s i s  a s  covered by Markel 

and Gray i n  [ 2 ] .  The s o l u t i o n  parameters  o f  t h e  l i n e a r  

p r e d i c t i o n  equa t ions  a r e  t h e  b a s i c  b u i l d i n g  b locks  of  a l l  

l a t e r  work i n  t h i s  t h e s i s .  S e c t i o n  2.2 t hen  expounds on 

t h e  p h y s i c a l  models of  t h e  v o c a l  t r a c t ,  i n  o r d e r  t o  o b t a i n  

some i n s i g h t  i n t o  how w e l l  t h e  above l i n e a r  p r e d i c t i o n  

model a p p l i e s  t o  it. Most of  t h i s  work i s  covered by 

Flanagan i n  [ I ]  and t h e  r e l a t i o n  wi th  l i n e a r  p r e d i c t i o n  i s  

t h e  s u b j e c t  o f  Chapter  4 i n  [21. A s  t h e  model is  d e f i c i e n t  

i n  many r e s p e c t s ,  t h e  e f f o r t s  o f  S t rube  [51,  S t e i g l i t z  [ 6 ]  

and  Kopec [7]  i n  improving it are b r i e f l y  d i scus2ed  i n  

S e c t i o n  2 .3 .  W i t h  a  b e t t e r  model, i t  i s  then  shown t h a t  t h e  

p o l e s  and zeroes  o f  t h e  voca l  t r a c t  a r e  i n  c l o s e r  agreement 

w i t h  a c t u a l  va lues .  

Chapter  111 f i r s t  p r e s e n t s  a  s h o r t  review on t h e  r e s u l t s  

o f  a s u b j e c t i v e  comparison between va r ious .  p i t c h  e x t r a c t o r s  

by McGonegal, Rabiner and Rosenfeld  i n  [22] . The SIFT 

a lgo r i t hm,  a s  developed by Markel and Gray i n  [1]  , [ 9 ] ,  i s  

then  d i s c u s s e d  i n  some d e t a i l  s i n c e  it was t h e  p i t c h  t r a c k e r  

used i n  t h e  p r e s e n t  s t u d i e s .  

c h a p t e r  I V  t hen  reviews t h e  p a r t i c u l a r  a n a l y s i s  c o n d i t i o n s  

used on speech when performing l i n e a r  p r e d i c t i o n  a n a l y s i s ,  and 



t h e  t y p e  o f  s y n t h e s i s  s t r u c t u r e s  and d r i v i n g  f u n c t i o n  t o  

t h e  speech s y n t h e s i z e r .  The l a t t e r  d i s c u s s i o n  cu lmina tes  

i n  t h e  s y n t h e s i z e r  program o f  S e c t i o n  4.5. This p i t c h -  

synchronous s y n t h e s i z e r  w i l l  b e  used t o  o b t a i n  t h e  r e s u l t s  

o f  Chapter  V I .  A l l  t h e  above m a t e r i a l  i s  covered by Markel 

and Gray i n  [ 2 1 .  Chapter  ' I V  i s  then  concluded by t h e  review 

o f  Markel and Gray on a u t o c o r r e l a t i o n  l i n e a r  p r e d i c t i o n  

vocoders  110 1 . 
I n  reduc ing  t h e  t o t a l  b i t  r a t e  some s u i t a b l e  q u a n t i z a t i o n  

schemes a r e  needed. This  i s  t h e  s u b j e c t  o f  Chapter  V.  

To t h i s  end ,  a  s p e c t r a l  d e v i a t i o n  measure i s  in t roduced  

and two f i d e l i t y  c r i t e r i a  based  on t h i s  measure a r e  a p p l i e d  t o  

q u a n t i z a t i o n  o f  t h e  l i n e a r  p r e d i c t i o n  parameters .  S e c t i o n  5 . 1  

i s  e s s e n t i a l l y  t h e  work o f  Markel and Gray on d i s t a n c e  measures, 
4 

[ll],  and on op t ima l  q u a n t i z a t i o n  us ing  t h e  expected s p e c t r a l  

d e v i a t i o n  bound, [12] .  There i s  a l s o  a mention of  ano the r  

d i s t a n c e  measure and o f  a  proof concerning t h e  maximum d e v i a t i o n  

bound c r i t e r i o n  which i s  t aken  from Viswanathan and Makhoul i n  

[ 1 5 ] .  The m a t e r i a l  o f  S e c t i o n  5.2 on t h e  use  o f  v a r i o u s  sets of  

parameters  i n  q u a n t i z a t i o n  is  a l s o  t o  b e  found i n  [ l 5 ] .  

S e c t i o n  5 .3  t hen  d e s c r i b e s  t h e  e f f o r t s  of  r e s e a r c h e r s  

i n  t r y i n g  t o  reduce t h e  b i t  r a t e  us ing  r e f l e c t i o n  c o e f f i c i e n t  

q u a n t i z a t i o n .  F i r s t  t h e  maximum ent ropy  coding scheme of 

Senef f  [17] i s  d i scussed  f o r  comparison. An average b i t  

r a t e  o f  1450 b i t s / s e c  was achieved when v a r i a b l e  frame r a t e  



t r a n s m i s s i o n  i s  used i n  con junc t ion  wi th  equa l  a r e a  

q u a n t i z a t i o n .  Then more d e t a i l s  a r e  g iven  about  t h e  

t h e o r e t i c a l  and exper imenta l  r e s u l t s  'of Viswanathan and 

Makhoul on two d i s t a n c e  measures [ I S ] .  I t  is  mentioned 

in t h e  a r t i c l e ,  t h a t  speech q u a l i t y  i s  b e t t e r  u s i n g  t h e  

P@ d i s t a n c e  measure o f  Markel and Gray [111 i n  t h e  

c a s e  o f  p  = 1. The rest  o f  S e c t i o n  5 .3  t hen  expounds 

on t h e  t h e o r e t i c a l  and exper imenta l  r e s u l t s  of  Markel and 

Gray on minimum max 5 and two parameter  q u a n t i z a t i o n  [ 1 4 ]  

and minimum E (5) q u a n t i z a t i o n  [12] . Using an optimum b i t  

a l l o c a t i o n  procedure ,  they  f i n d  t h a t  t h e  t o t a l  b i t  r a t e  

f o r  d i r e c t ,  i n v e r s e  s i n e  and l o g  a r e a  r a t i o  q u a n t i z a t i o n  

is about  3500 b i t s / s e c  f o r  max 6 = 3dB a s  opposed t o  2800 

b i t s / s e c  i n  t h e  two parameter  scheme. The speech q u a l i t y  

i s  t h e  same i n  b o t h  cases. [14] i s  a  t h e o r e t i c d l  s tudy  

g i v i n g  on ly  t h e  number of  b i t s  a l l o c a t e d  t o  t h e  f i r s t  and 

t e n t h  r e f l e c t i o n  c o e f f i c i e n t  f o r  a  f i x e d  E ( D )  = .3dB each.  

I t  i s  then  mentioned t h a t  t h e  r e f l e c t i o n  c o e f f i c i e n t s  a r e  

dependent on p a s t  va lues  and a l s o  on each o t h e r ,  and t h a t  

f u r t h e r  b i t  r a t e  r e d u c t i o n  would b e  p o s s i b l e  i f  t h i s  depend- 

ence  could  somehow b e  e x t r a c t e d .  I n  [14 ] ,  Sambur's work on 

d e c o r r e l a t i o n  of  d a t a  and DPCM i s  po in t ed  o u t .  This  scheme- 

[18] and d e c o r r e l a t i o n  e s p e c i a l l y ,  i s  d i scussed  a t  t h e  begin- 

n ing  o f  S e c t i o n  5.4. I n  con junc t ion  wi th  DPCM, d e c o r r e l a t i o n  

can  red;ce  t h e  b i t  rate t o  600 bps and f o r  some u t t e r a n c e s  



t h e  q u a l i t y  w i l l  s t i l l  be  accep tab le .  The purpose  o f  t h i s  

r e sea rch  i s  then  t o  test  whether o r  n o t  d e c o r r e l a t i o n  of  t h e  

r e f l e c t i o n  c o e f f i c i e n t s  , ' a s  'done i n  1211  , w i l l  r educe-  t h e  to t a l  b i t  

rate when t h e  minimum expected s p e c t r a l  d e v i a t i o n  bound 

q u a n t i z a t i o n  scheme o f  [12] i s  app l i ed  t o  t h e  d e c o r r e l a t e d  

parameters.  Only dependence w i t h i n  a  frame i s  t r e a t e d  i n  

t h i s  s tudy  (no DPCM). I n  o r d e r  t o  d e c o r r e l a t e  t h e  d a t a ,  

a  J acob i  d i a g o n a l i z a t i o n  of t h e  covariance m a t r i x  o f  t h e  

r e f l e c t i o n  c o e f f i c i e n t s  is  performed, [19],  A summary of  

t h e  b a s i c  ideas '  behind t h i s  d i a g o n a l i z a t i o n  i s  p resen ted .  

I n  the remainder of  S e c t i o n  5 . 4 ,  t h e  r e l a t i o n  between t h e  

s e n s i t i v i t y  f u n c t i o n  o f  t h e  new parameters and t h e  s e n s i t i v i t y  

f u n c t i o n  of t h e  r e f l e c t i o n  c o e f f i c i e n t ' s  is - then  derived, .  

The new parameter i s  a known l i n e a r  combination of the 

r e f l e c t i o n  c o e f f i c i e n t s  (from t h e  Jacob i  d i a g o n a l i z a t i o n )  

and i f  t h e s e  r e l a t i o n s  are used i n  conjunct ion  with t h e  

equat ions  of [14] ,  then  t h e  d e s i r e d  r e s u l t  i s  ob ta ined .  

Then, a few assumptions w i l l  b e  made on what t h e  p r o b a b i l i t y  

d e n s i t y  func t ion  and a v e r a g e  s e n s i t i v i t y  f u n c t i o n  o f  t h e  new 

parameters should be.  These r e s u l t s  a r e  then  s u b s t i t u t e d  

i n t o  t h e  equat ions  o f  [12] , t o  y i e l d  t h e  optimum q u a n t i z e r  

curves  and t h e  number o f  l e v e l s .  An a l t e r n a t i v e  scheme which 

was developed i s  t o  compute t h e s e  func t ions  u s i n g  t i m e  averages .  

I n  o r d e r  t o  e s t a b l i s h  a  comparison wi th  o t h e r  schemes, 

exper imental  r e s u l t s  on q u a n t i z a t i o n  of t h e  r e f l e c t i o n  



c o e f f i c i e n t s  themselves using t h e  ~ ( D ) f i d e l i t y  c r i t e r i a  

a r e  a l s o  computed. These w i l l  a t  t h e  same t i m e  complement 

t h e  t h e o r e t i c a l  s tudy of  1121.  For t h i s  s tudy,  two 

quan t i ze r  func t ions  are se lec ted :  t h e  inver se  s i n e  quant iza-  

t i o n  which opt imizes t h e  f i d e l i t y  c r i t e r i a  max 6 of [14] 

and min E (-6) quan t i za t ion .  A t i m e  average of  the s e n s i t i v i t y  

funct ion  w i l l  be  computed a s  was done above f o r  the decorre l -  

a t e d  parameters. 

Experimental r e s u l t s  appear i n  Chapter V I .  The set-up 

procedure i s  f i r s t  descr ibed ,  and then  t h e  logar i thmic  quan t i -  

z a t i o n  of  t h e  p i t c h  and ga in  [ lo  I , is  discussed.  with a  

f i d e l i t y  c r i t e r i a  E (5) tot = 3.5 dB, i t  i s  found t h a t  i n v e r s e  

s i n e  and min E(D) quan t i za t ion  of t h e  r e f l e c t i o n  c o e f f i c i -  

e n t s ,  and min E (5) quan t i za t ion  of t h e  d e c o r r e l a t e d  parameters 

r e s u l t  i n  a  t o t a l  b i t  r a t e  of 3070, 2750, 2884 b i t s / s e c  

r e spec t ive ly .  Moreover, t h e  s u b j e c t i v e  q u a l i t y  of speech 

processed under t h e s e  t h r e e  condi t ions  i s  t h e  same. 

The conclusion and suggest ion f o r  f u r t h e r  r e sea rch  

appear a t  t h e  end. 



11: THE LINEAR PREDICTION MODEL O F  SPEECH 

I n  s e c t i o n  2.1, t h e  method of s o l u t i o n  t o  t h e  cova r i ance  

and a u t o c o r r e l a t i o n  equa t ions  i s  p re sen ted ,  Using t h e  

c o r r e l a t i o n  matching c r i t e r i o n ,  t h e  energy i n  t h e  o u t p u t  s i g -  

n a l  from t h e  l i n e a r  p r e d i c t i o n  a n a l y s i s  i s  then  shown t o  

be  equa l  t o  t h e  g a i n  of  t h e  l i n e a r  p r e d i c t i o n  f i l t e r .  

Sec t ion  2.2 t hen  d e s c r i b e s  t h e  phys i c s  o f  t h e  v o c a l  t r a c t  

and i t s  e x c i t a t i o n  sou rces .  A s i m p l i f i e d  model c o n s i s t i n g  

o f  a  cascade  o f  t r a n s m i s s i o n  l i n e s  i s  t h e n  developed.  I f  

f u r t h e r  assumptions  'are made, t h e n  t h e  model i s  found to  be 

mathemat ical ly  e q u i v a l e n t  t o  t h e  s o l u t i o n  t o .  t h e  a u t o c a r r e l a t i o n  

equa t ions .  F i n a l l y ,  s e c t i o n  2 .3  g i v e s  a b r i e f  d i s c u s s i o n  

. about  more a c c u r a t e  methods o f  o b t a i n i n g  t h e  parameters  of  

t h e  speech waveform, i n  t h e  c a s e  where t h e  above assumptions  

a r e  n o t  made. 

2.1. The B a s i c  Equat ions  of  L inea r  P r e d i c t i o n  

L inea r  p r e d i c t i o n  a t t e m p t s  t o  ach ieve  b i t  r a t e  r e d u c t i o n  

by,  a s  t h e  name i m p l i e s ,  approximat ing a speech sample value 

us ing  a l i n e a r  combination of a c e r t a i n  number M ( t o  be 

s p e c i f i e d  la ter)  o f  p a s t  speech .samp.les . Namely, 



where t h e  e r r o r  s i g n a l  e ( n )  i s  sma l l .  The parameters  t o  b e  

e x t r a c t e d  a r e  t h e  - a K 1 s  and they  a r e  chosen t o  be  t hose  which 

n1 2 minimize a = 1 e (n )  where t h e  i n t e r v a l  (no,nl )  t o  be  used 
n=no 

w i l l  a l s o  b e  s p e c i f i e d .  Extrema. . can b e  ob ta ined  by s e t t i n g  

t h e  d e r i v a t i v e  w i t h  r e s p e c t  t o  each a  t o  ze ro .  L e t  K 

and 2  M M 
a =  C e ( n ) = C  C a c  

i = o  i = o  i i j a j  n=no 

y i e l d s  

and 

I n  l i n e a r  p r e d i c t i o n ,  t h e  c a l c u l a t i o n  of  (2 .1 .2)  involves  

a  f i n i t e  number N o f  samples. L e t  them b e  denoted by s ( o ) ,  

( 1 )  . N - 1 .  A s  w i l l  b e  s een  l a t e r ,  N depends on t h e  



r e g i o n  of v a l i d i t y  of ( 2 . 1 . 1 )  . Two methods 1 2 ,  p. 14-15, 

Chapter  I ]  are used f o r  s o l v i n g  t h e  system of s imul taneous 

l i n e a r  e q u a t i o n s  Ab - = - c  a s  r e p r e s e n t e d  by (2 .1 .5)  . They 

d i f f e r  i n  t h e  way t h e  N samples a r e  used t o  o b t a i n  t h e  a k l s .  

A u t o c o r r e l a t i o n  method 

H e r e ,  n  = -00 

0 
and n  = Hence, because on ly  N samples 

1 

a r e  used,  t h i s  i s  e q u i v a l e n t  t o  windowing t h e  speech waveform 

over  t h e  N samples.  Note t h a t  c i j  = c  and j i  

Hence, Ci+l,j+l = c o f  1 j + l - ( i + l )  1  = c  i j  and t h e  ma t r ix  [ci  j ]  i s  
/ 

T o e p l i t z .  c  is  t h e n . a n  a u t o c o r r e l a t i o n  c o e f f i c i e n t  and 
0 ,  1  j-11 

i s  denoted by r (  1  j - i  1 )  . Also from ( 2 . 1 . 1 )  , e ( n )  is :defined 

f o r  n  = O , 1 ,  ...., N+M-1. 

Covar iance method 

Here, no, = M and nl = N - 1 .  The symmetric ma t r ix  [ c  ] 
i j  

i s  no longe r  T o e p l i t z  because 



An a t t r a c t i v e  scheme f o r  t h e  numerical  s o l u t i o n  t o  

(2 .1 .5)  and 2.1.6) i s  now d i s c u s s e d .  

The i n n e r  p roduc t  fo rmula t ion  [2 ,  p .  35-38, Chapter  21 

-1 For any two a r b i t r a r y  polynomials i n  z  , of  degree  M 

M -i 
M 

F ( z )  = 1 f i z  a n d G ( z )  = 6 g . ~ - ~ w h e r e  f i r  gicR, d e f i n e  an 
i = O  i = O  1 

From i t s  form, it i s  seen  t o  s a t i s f y  some of t h e  p r o p e r t i e s  of 
M 

t h e  i n n e r  p roduc t .  Equat ion (2 .1 .3 )  t o g e t h e r  wi th  A (  z) = 6 a .  z - ~  
1 i = o  

-i - i s  s e e n  t o  be an  i n n e r  p roduc t  (A(z)  , A(z)  ) with  (z , z j )  = c i j *  
M M 

S i m i l a r l y ,  (2 .1 .5)  i s  C C a .  c  
i = o  R=o 1 i j s R j  

* 

This  o r thogona l  r e l a t i o n s h i p  i s  t h e  b a s i s  f o r  a r e c u r s i v e  

scheme used t o  c a l c u l a t e  t h e  a k t s  The i d e a  i s  t o  s o l v e  t h e  

problem f o r  m = 1, 2 ,  ... M s u c c e s s i v e l y .  

+ m 
L e t  em ( n )  = E a . s ( n - i )  m l  

i = o  

I t  i s  c a l l e d  t h e  f o r w a r d p r e d i c t i o n .  S i m i l a r l y ,  l e t  t h e  backward 



p r e d i c t o r  b e  

- m+l 

em (n )  = C bmis(n-i) 
i=l 

o f  C [em 
+ 

A s  b e f o r e ,  the extremum am ( n )  I and t h e  
n=n 

n, 0 
I - 

extremum f3 of  C m [ em ( n )  l 2  are o b t a i n e d  by s e t t i n g  t h e  
n=n 

0 

d e r i v a t i v e s  w i t h  r e s p e c t  t o  ami, bmi t o  z e ro .  I n  i n n e r  

p r o d u c t  n o t a t i o n  t h e  s o l u t i o n  i s  

m+l 
and Bm(z)  = I: b  . z - ~  

i=l m l  

Now it i s  shown t h a t  t h e s e  ext rema a r e  indeed  minima. 

P roof :  L e t  F  ( z )  b e  a  polynomial  minimizing (F ( z )  ,F ( z )  ) . 
Then, 

j  = 1 , 2 ,  ..., degF . 
- 

Then 2C(F,z j)  + c 2 ( z - j , z - j )  - > 0 (2 .1 .7)  

S i n c e  i t  i s  t r u e  f o r  any C ,  choose  C t o  be  - ( F ( z )  , z  - j ) l z - j  , z - j )  



(2 .1 .7)  t h e n  i m p l i e s  F  , z 2  - < 0 However ,  i f  z z )  = 0 

l e t  C = - ( F ( z )  , z - j ) .  I n  b o t h  cases t h e n ,  ( F ( z ) , z  ) - < 0 .  
-i - 

A l l  s p e e c h  samples  s (n) are real + ( z  . z  j) = c E R and i j 

c o e f f i c i e n t s  o f  any polynomial  are real .  Hence ( F ( z )  , F ( z )  ) 
- 

is  a minimum i m p l i e s  ( F  ( z )  , z  j) = 0.  Converse ly ,  g i v e n  

- R M 
( ~ ( z )  , z  ) = 0 f o r  any Q ( z )  = C q . z  

3 
( F ( z ) + Q ( z ) ,  F ( z ) + Q ( z )  ) 

j =o 
= ( F ( z ) ,  F ( z ) ) + ( Q ( z ) , Q ( z ) ) -  B u t  ( Q ( z ) ,  Q ( z ) )  = 

- 
Consequen t ly ,  ( F ( z )  , z  ') = 0 i m p l i e s  ( ~ ( z )  , F  ( z )  ) i s  a 

minimum. Hence t h e  n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  have 

been  proven.  From t h e  o r t h o g o n a l i t y  p r o p e r t i e s  o f  Am and Bm 

and t h e  l i n e a r i t y  o f  t h e  s c a l a r  p r o d u c t ,  

N o t i c e  t h e n  tha t  (Am(z) ,  A n ( z ) )  = (A,,zO) # 0. 

However, (Bm,Bi) = 6mif3m. 

Proof :  The case i = m i s  from t h e  d e f i n i t i o n :  (Bm,Bm) = B,. 

' S ince  t h e  i n n e r  p r o d u c t  i s  symmetr ic ,  t h e  c a s e  m < i is the 
m+l 

same as m > i and (B,,B.) = C b (Bi ,z- j )  = 0 b e c a u s e  
1 j=1 m j 

1 - < j - < m+l - < i s a t i s f i e s  1 - < -j < i, Q.E.D. - 



Going back t o  t h e  problem of  f i n d i n g  A ( z )  which s a t i s f i e s  

( ~ ( z )  ,z-') = 0 ,  t h e  r e c u r s i v e  procedure  t o  be  followed i s  t o  

f i n d  an  Am(z) o r thogona l  t o  t h e  b a s i s  z-' g iven  t h a t  o r thogona l  

polynomials A ( z )  and B m - l ( ~ )  a r e  a l r e a d y  known 1 2 ,  p .48-56 ,  m- 1 

Chapter  31 . S i n c e  Am( z) = deg Bm-, ( 2 )  , 

i s  e a s i l y  s e e n  t o  be  o r thogona l i zed  by l e t t i n g  

From (2.1 .8)  



Hence, a  = 1; a = -c 10 11 01/~11 which completes t h e  i n i t i a l i z a -  

t i o n .  Not ice  t h a t  B, ( z )  h a s  n o t  been found. I n  f a c t  a t  any 
L 

s t e p  m-1  ,B (z) i s  n o t  o b t a i n e d  by t h e  above procedure .  m 

s o l u t i o n  i s  t o  use a Gram-Schmidt o r t h o g o n a l i z a t i o n  

Because the BJz) are .o,r thcqonal  t o  each o t h e r ,  

The 

(2 .1 .15)  



If B j  = O I  Y m j  i s  a r b i t r a r y .  Then, 

Now t h a t  B m (  z )  i s  known, Bm and km+l a r e  e a s i l y  c a l c u l a t e d .  

Rewri t ing (2 .1 .8)  f o r  s t e p  m a s  

a = 1 m+l,o 

a  - 
m + l  , i - a m i + k m + l b m i  

and s u b s t i t u t i n g  t h e  above va lues  of bmi,Bm, km+l i n  

(2 .1 .16 ) ,  and (2 .1 .17)  , s t e p  m i s  t h e r e f o r e  completedand a p p l i e s  

t o  b o t h  t h e  covar iance  and a u t o c o r r e l a t i o n  method. I n  t h e  

l a t t e r ,  t h e  r e l a t i o n  c i j  = r ( j - i )  s i m p l i f i e s  t h e  a lgor i thm 

even more. Fo r ,  



let j = m+l-ll m 
in C a r(i-j)=O 

i = m+l-k i=o m i  

Then 

Let bmk = a m,m+l-k k = 1, 2, .... m+l 

-R bm,m+l = a mo = 1 as required for Bm(z) and (Bm,z ) = 0 .  

Furthermore, 

Subs ti tuting ( 2,. 1.18) in ( 2.. 1.8) gives 

This autocorrelation algorithm has been implemented as a 

FORTRAN subroutine program in [ 2 ] ,  and will be used in analysis 



and p i t c h  e x t r a c t i o n  o f  speech a s  d e s c r i b e d  i n  Chapter  V I .  

C o r r e l a t i o n  matchling- c a l c u l a t i o n  o f  g a i n  

I n  z  t r ans fo rm n o t a t i o n  (2 .1 .1)  may be  expressed  as 

s ( z )  = E ( z) /A ( z )  . I n  t h e  a u t o c o r r e l a t i o n  method it  i s  

d e s i r e d  t o  match t h e  a u t o c o r r e l a t i o n  p ( j )  o f  t h e  u n i t  sample 

r e sponse  o f  t h e  voca l  a p p a r a t u s  t o  t h a t  o f  t h e  i n p u t  speech 

s i g n a l  s ( n )  w i t h i n  t h e  window used: .  p ( j ) = r ( j ) ,  j=O, l ,  ..., M 

[2 ,  p. 31-32, c h a p t e r  2 1 .  Assume t h e  t r a n s f e r  f u n c t i o n  of 

t h i s  u n i t  sample response  t o  b e  a  c a u s a l  a l l - p o l e  f i l t e r  H(z)  

= a /A(z)  and rewrite t h i s  as 

Then 
m 
L a i p ( i - j )  = oI: = o h  = O  j > O  (2.1.20) 

i = o  n  - j 

because  o f  t h e  c a u s a l i t y .  From (2.1.19) n=O g i v e s  a  h  =ho=o. 
0 0 

Consequent ly ,  
m 
Z a i p ( i )  = o  

2 

i = o  

f o r  j = 0 , 1 , .  . .MI t h e  s o l u t i o n  t o  (2.1.20) i s  t h e  a k t s  

o b t a i n e d  i n  t h e  prev ious  s e c t i o n  and o 2  = a = ( A , A )  i s  t h e  

minimum energy.  I n  p a r t i c u l a r  s i n c e  p (0) = r ( o )  = t h e  



energy of t h e  i n p u t  s i g n a l ,  by P a r s e v a l ' s  theorem t h e n ,  (5 

2 
matches t h e  average va lue  of  Is(eje) I t o  t h e  ave rage  va lue  

of o2 /1A(e je)  1 2 .  

, , NOW, a s  M -t p ( j )  = r ( j ) ,  j E I and s i n c e  t h e  spectrum 

e q u a l s  t h e  t ransform o f  t h e  a u t o c o r r e l a t i o n  sequence,  

2 I s (e le )  I = (5 / I A  (e je )  / 2. The a u t o c o r r e l a t i o n  method then  

g i v e s  a  p e r f e c t  f i t  t o  t h e  magnitude of  t h e  speech s p e c t r a .  

Consider t h e  l o g  s p e c t r a  of 12l(eje) I 2 

.rr 2 de 2 de = I 1 n ] A * ( e j e )  I z;; = ~ * l l n l A ( e - j ' )  I - 
2 -rr. s i n c e  a € R 

-T IT 
i 

= 2 R e  4 dz lnA( l / z )  - . But A(z) i s  c a u s a l  
1z1=1 2 r j z  

and t h e r e f o r e  t h e  r o o t s  o f  A( l / z )  are a l l  o u t s i d e  t h e  u n i t  

c i r c l e .  The r e s i d u e  i s  simply 

2 Re!?,nA(a) = 2 ReRnl = 0 s i n c e  a, = 1. 

Consequently, 

Experimentally it is  found 12, Chapter 61 t h a t  t h e  l o g  spectrum 

of  t h e  speech s i g n a l  tends  t o  l i e  below t h e  model l o g  spectrum 

and a l s o  t h e  l a t t e r  t ends  t o  f i t  t h e  peaks more a c c u r a t e l y  

than  t h e  d i p s .  Actua l ly  t h i s  obse rva t ion  is  d e s i r e d  because 



t h e  peaks r ep resen t  t h e  resonance frequencies  of t h e  vocal 

t r a c t  and t h e s e  p lay  a dominant r o l e  i n  t h e  p e r c e p t i o n  of 

voiced speech. I n  t h e  covariance formulat ion a power spectrum 

cannot r e a l l y  be def ined  s i n c e  c i s  n o t  an a u t o c o r r e l a t i o n .  i j 

Nevertheless ,  i f  A(z) i s  causa l  a n d l n l , l / ~ ( e j ' )  l 2  is 

2 
compared t o  l n ] S ( e j e )  I t h e  same observat ions  a r e  made [2, 

Chapter 6 I . 

2.2 The Speech Production Model and i t s  Relat ion t o  Linear 

P r e d i c t i o n  

Vocal t r a c t  appara tus  11, p. 9-15, Chapter 21 

The complex sound which i s  perceived as speech is  ~e 
# 

r e s u l t  of  a p ressu re  wave generated by our  vocal  appara tus .  

The major components of  t h e  system a r e  shown on diagram 

( 2 . 2 1 )  . The source o f  power f o r  t h e  e x p i r a t i o n  of a i r  is  

t h e  c o n t r a c t i o n  of  t h e  lungs by t h e  r i b  muscles. The sources 

o f  e x c i t a t i o n  f o r  modulating t h i s  mass a i r  flow a r e  (1) vocal  

cord v i b r a t i o n s  and ( 2 )  any c o n s t r i c t i o n  at an a r b i t r a r y  

l o c a t i o n  i n  t h e  vocal  appara tus .  The f i r s t  g ives  r ise t o  

.speech c l a s s i f i e d  a s  voiced. By v o l u n t a r i l y  t i g h t e n i n g  t h e  

vocal  cords which a r e  a t t a c h e d  t o ,  t h e  ary tenoid  c a r t i l a g e s  

i n  t h e  g l o t t i s ,  t h e  s u b g l o t t a l  p ressu re  w i l l  f o r c e  them 

.apart t o  allow t h e  a i r  t o  be expired.  But by the Bernoul l i  

p r i n c i p l e ,  which i s  a form of energy conservat ion,  a moving 



\ 
epiglottis : 

I 
..- pharyngedl t cavity i 

I 

Figure  2.2.1 Vocal Apparatus 



f l u i d  e x e r t s  less p r e s s u r e  on t h e  w a l l s  than a s t a t i o n a r y  

enclosed one. Hence, t h e  p r e s s u r e  i n  t h e  g l o t t a l  reg ion  

drops and t h e  v o c a l  cords  a r e  brought  c l o s e r  t o g e t h e r  

reducing t h e  a i r  flow and b u i l d i n g  up t h e  p r e s s u r e  again.  

This  v i b r a t o r y  behavior  of t h e  voca l  cord  then  r e s u l t s  

i n  q u a s i  p e r i o d i c  v a r i a t i o n s  i n  t h e  o u t p u t  a i r f l o w ,  The 

t e n s i o n  i n  t h e  voca l  cords  and t h e  s u b g l o t t a l  p r e s s u r e  

determine r e s p e c t i v e l y  t h e  p i t c h  and i n t e n s i t y  of  the r e s u l t -  

a n t  p r e s s u r e  wave. The duty cyc le  of  t h e  waveform i s  a l s o  

p r o p o r t i o n a l  t o  t h e  p i t c h  and i n t e n s i t y .  The second e x c i t a t i o n  

can be  subdivided i n t o  two c a t e g o r i e s .  I f  a p r e s s u r e  is b u i l t  

up behind a c l o s u r e  p o i n t  c o n s t r i c t i o n  and i s  sudden lY, re l eased  

by opening t h e  l a t t e r ,  then  a p l o s i v e  unvoicedsound is  

produced. I f  a c o n s t r i c t i o n  c r e a t e s  l o c a l  t u rbu lence  i n  

t h e  a i r  s t ream,  t h e  r e s u l t i n g  random p r e s s u r e  wave i s  c a l l e d  

a f r i c a t i v e  sound. It is  p o s s i b l e  t o  have sounds c h a r a c t e r i -  

zed a s  voiced and unvoiced. When t h e  velum is  open the air  

passes  through bo th  t h e  n a s a l  and o r a l  c a v i t y  g i v i n g  rise to  

n a s a l  sounds. 

Models of  t h e  voca l  appara tus  [ l ,  Chapter 31 

c o n s i d e r  a s t a t i o n a r y  vocal  t r a c t  c o n f i g u r a t i o n  (with the 

velum c losed)  and a p r e s s u r e  wave emanating from it. For the 

range o f  f requencies  involved i n  the product ion of aud ib le  

sounds, t h e  l eng th  of the vocal  t r a c t  from t h e  g l o t t i s  t o  the  



l i p s  is of thesame o r d e r  o f  magnitude a s  t h e  sound wavelengths.  

Consequently a wave a n a l y s i s  of  sound product ion i s  requi red .  

Moreover, i f  t h e  t r ansve r se  dimensions t o  t h e  t rac t  a r e  s m a l l  

compared t o  a wavelength then t h e  a n a l y s i s  i s  one-dimensional 

and reduces t o  s o l v i n g  t h e  c l a s s i c a l  Webster-Horn equat ion  

s u b j e c t  t o  t h e  g iven  boundary cond i t ions  a t  t h e  l i p s  and the 

g l o t t i s .  However, t h e  a n a l y s i s  does n o t  l ead  t o  t r a c t a b l e  

mathematics because t h e  vocal  t r a c t ' s  c r o s s  sectLon i s  a 

funct ion  of t h e  d i s t a n c e  from t h e  g l o t t i s  ( a  non uniform 

t u b e ) .  An approximate s o l u t i o n  t o  t h e  problem is t o  r e p r e s e n t  

t h e  vocal  t r a c t  by a f i n i t e  number of series i n t e r c o n n e c t i o n s  

o f  uniform tubes  each of which has  a s h o r t  l eng th  compared t o  

t h e  range o f  wavelengths of  i n t e r e s t .  The s o l u t i o n  t o  a 

one-dimensional wave a n a l y s i s  of a uniform tube is analogous 

t o  t h a t  o f  a uniform e l e c t r i c a l  t ransmiss ion  l i n e .  H e r e  t h e  

i n e r t i a  of  the a i r  p a r t i c l e s ,  t h e  compress ib i l i t y  o f  t h e  a i r  

volume and t h e  v iscous  and h e a t  conduct ion l o s s e s  a t  t h e  w a l l s  

a r e  p lay ing  t h e  r o l e  of  inductance,  capac i ty  and r e s i s t a n c e  

r e spec t ive ly .  These l o s s e s  a r e  even more impor tan t  when 

modelling t h e  nasal. t r a c t  (velum open) because o f  i t s  con- 

voluted s u r f a c e  a r e a .  I n  a d d i t i o n  t h e  w a l l s  themselves a r e  not 

smooth and r i g i d  and t h i s  i s  another  c o n t r i b u t i o n  t o  t h e  n e t  

impedance of t h e  tube ,  A cascade connect ion of  t u b e s  of 

. d i f f e r e n t  c r o s s  s e c t i o n s  i s  then analogous t o  a cascade  connect ion  

of t ransmiss ion  l i n e s  o f  d i f f e r e n t  l e n g t h s  and impedances p e r  

u n i t  l ength .  



Models of e x c i t a t i o n  sources  I l l  

F i r s t ,  cons ide r  voiced e x c i t a t i o n .  The s u b g l o t t a l  

p r e s s u r e  P i s  almost  equal  t o  t h e  lung  p res su re  PL because 
. S 

of t h e  n e g l i g i b l e  drop a c r o s s  t h e  bronchi  and t r a c h e a .  
Ps 

is a l s o  c o n s t a n t  ove r  many p i t c h  pe r iods  because t h e  r ib  

muscles c o n t r a c t  t h e  lungs i n  p ropor t ion  t o  t h e  q u a n t i t y  of 

a i r  expe l l ed .  Consequently, t h e  lung  capac i tance  and induct -  

ance a r e  v a r i a b l e .  I t  was a l r eady  po in ted  o u t  that the voca l  

cords  v i b r a t e  under t ens ion .  Consequently t h e i r  i n e r t i a  can 

be  r ep resen ted  by an inductance and t h e  damping of t h e i r  motion 

due t o  t h e  v iscous  f l u i d  flow by a r e s i s t a n c e .  However, d u r i n g  

t h e i r  v i b r a t o r y  c y c l e ,  , ~ e  cords  ' i n e r t i a  and damping are t i m e  

varying.  The model o f  t h e  g l o t t i s  assumes t h a t  t h e  g l o t t a l  

ou tpu t  volume v e l o c i t y  o f  a i r  i s  n o t  per turbed  a t  a l l  by the 

presence o f  t h e  voca l  t r a c t .  This i s  obviously n o t  t r u e ,  

e s p e c i a l l y  when a t i g h t  c o n s t r i c t i o n  e x i s t s ,  because the 

p r e s s u r e  wave i s  p a r t i a l l y  r e f l e c t e d  back i n t o  the g l o t t i s . .  

The model f o r  t h e  source  when a c o n s t r i c t i o n  occurs  is  

a random impedance and gene ra to r  whose mean va lues  depend on 

the volume v e l o c i t y  and t h e  a r e a  of t h e  c o n s t r i c t i o n  i n  a 

nonl inear  way. The spectrum of  t h i s  n o i s e  source h a s  been 

determined t o  be  r e l a t i v e l y  uniform a t  t h e  p o i n t  of t h e  c o n s t r i c -  

t i o n .  I t  can then  be  modelled a s  w h i t e  no ise .  A s i m i l a r  

model can b e  used f o r  p los ive  sounds. 



Termination a t  t h e  l i p s  - 

Since  a  p r e s s u r e  wave is  r a d i a t e d  from t h e  l i p s ,  

t h e r e  i s  a  non-zero ou tpu t  impedance. I t  v a r i e s  w i t h  the  

s i z e  of  t h e  mouth opening and f o r  wavelengths long  compared 

t o  t h e  mouth opening, i t  behaves as a  r e s i s t a n c e  p r o p o r t i o n a l  

t o  w2 i n  s e r i e s  wi th  an inductance p ropor t iona l  to  w ,  where 

. w  i s  t h e  frequency 0 f . a  s i n u s o i d a l  i n p u t .  The model used to 

compute t h e  impedance is even more s u i t e d  t o  t h e  n a s a l  t ract  

because t h e  n o s t r i l  opening i s  even smal le r .  Also because t h e  

d i s t a n c e  from t h e  n o s t r i l s  t o  t h e  mouth i s  s h o r t  compared 

t o  t h e  wavelength, the phase d i f f e r e n c e  between the mouth and 

n o s t r i l  p r e s s u r e  waveforms is  smal l  and t o  a good approximation 

t h e  ou tpu t  speech i s  t h e  sum o f  t h e  two c o n t r i b u t i o n s .  

Re la t ion  t o  t h e  l i n e a r  p r e d i c t i o n  a l l - p o l e  model 

Since a  computer s imula t ion  was used, t h e  speech had t o  

be  d i g i t i z e d .  Procedures i n  record ing  speech on d i s c s  and 

p laying  it back w i l l  be  d iscussed  i n  Chapter VI. I f  no 

a l i a s i n g  i s  d e s i r e d ,  then  one sets t h e  sampling frequency of 

the  conver t e r  t o  a t  l e a s t  twice t h e  c u t o f f  frequency. To 

show t h i s ,  l e t  F (s)  be t h e  Four ie r  t ransform of  f,(t) and 
it 

l e t  f (n)  = f  (nT) be  t h e  equa l ly  spaced samples o f  f , ( t )  . Then 
a 

1 f ( n )  = zT @(z)zn- ldz  



combining these,  r e s u l t s  i n  [ 3 ,  p. 26-29 (Chapter 11 

Consequent ly , i f  no a l i a s i n g  i s  d e s i r e d ,  it i s  necessa ry  t h a t  

W IF , ($  1 = 0 f o r  lw 1 >n .  The speech must then  be bandl imi ted  

p r i o r  t o  sampling. 

I n  t h e  language o f  sequences l e t  T [e  (n )  1 = s ' (n )  b e  

a t r ans fo rma t ion  from g l o t t a l  i n p u t ,  t o  the o u t p u t  speech 

waveform. Now, 

s i n c e  6 (m)  = 6 . mo 

T w i l l  b e  assumed t o  be  l i n e a r .  This  r equ i re s  among o t h e r  

t h i n g s  t h a t  t h e  g l o t t i s  be  uncoupled from the v o c a l  tract,  

( . l e t t i n g  T[6 (m)  I = h(m)) . Up t o  now it was assumed t h a t  t h e  

vocal  t r a c t  conf igu ra t ion  d i d  n o t  change i n  t i m e .  This 

c o n d i t i o n  w i l l  now b e  r e l axed .  (2.2.2) w i l l  n o t  b e  t r u e  for 

a l l  n ( i .e.  h(K) = h(K;n) V K )  . However, it w i l l  b e  assumed 



t h a t  h ( K )  does n o t  depend on n f o r  a c e r t a i n  range  of n s a y ,  

from 0 t o  N - 1 ,  Therefore l e t  s ( n )  = w ( n ) s ' ( n )  where 

w(n) = 0 f o r  n 6 (0 , N - 1 )  . ' Then by t h e  convolut ion theorem 

D e t a i l s  can be found i n  [ 3 ,  s e c t i o n  5.51 about t h e  type  of 

windows used t o  approximate S '  ( e j w )  by S ( e j w ) .  For  example 

a Hamming window w i l l  be  used be fo re  performing a u t o c o r r e l a t i o n  

a n a l y s i s .  Notice t h a t  even i f  t h e  system was t i m e  i n v a r i a n t ,  
03 

only an approximation t o  a s p e c t r a l  computation S (z) = .:C s ( n )  z-n 
n=-03 

is  poss ib le  because o f  t h e  i n f i n i t e  l i m i t s  of summation, 

With the series connection of uniform tubes model of 

t h e  vocal  t r a c t  ( i .e .  velum c l o s e d ) ,  it can be shown, from 

[l] and a l s o  from t h e  f u r t h e r  use of ( 2 . 2 . 1 )  t h a t  t o  a good 

approximation, t h e  t r a n s f e r  func t ion  from t h e  g l o t t a l  output ,  

t o  t h e  l i p s  i s  of t h e  form 

i n  t h e  case of voiced e x c i t a t i o n .  I n  t h e  case  of  e x c i t a t i o n  

a t  a c o n s t r i c t i o n  i n  t h e  vocal  t r a c t ,  t h e r e  i s  a l s o  genera t ion  

of zeroes and t o  a good approximation, t h e  t r a n s f e r  funct ion  



I t  can a l s o  b e  shown from El], t h a t  the .  p o l e s  and zeroes  w i l l  

be pe r tu rbed  by t h e  l i p  r a d i a t i o n  model ' s  p o l e s  a n d  zeroes 

c o n t r i b u t i o n .  However t h e  c o n t r i b u t i o n s  due t o  t h i s  model 

can  b e  s i m p l i f i e d  by an a d d i t i o n a l  f a c t o r '  1-z-l i n  t h e  numerator 

[2,  s e c t i o n  1.31. The z  t ransform f o r  t h e  n o i s e  sou rce  is 

a c o n s t a n t  as it is  r e p r e s e n t e d  by wh i t e  no i se .  S i n c e  the 

o u t p u t  o f  t h e  g l o t t i s  is a p e r i o d i c  pulse,-:.khel input t o t h e  

g l o t t i s  can be mdelled by a n  i n f i n i t e  t r a i n  of  u n i t  p u l s e s  

e q u a l l y  spaced by an  amount equa l  t o  t h e  p i t c h  p e r i o d .  The 

t r a n s f e r  f u n c t i o n  o f  t h e  g l o t t i s  w i l l  modify t h e  p u l s e s .  

S ince  it i s  uncoupled from t h e  .rest of t h e  voca l  t rac t  its 

po le s  and zeroes  c o n t r i b u t i o n  w i l l  n o t  p e r t u r b  t h o s e  of t h e  

voca l  t ract .  

This  g l o t t a l  t r a n s f e r  f u n c t i o n  is o f t e n  approximated 

by a 2 po l e  f i l t e r  ( l / ( l - a z  -1) 2  [2, s e c t i o n  1.31. One of 

t h e s e  f a c t o r s  can  t h e n  c a n c e l  t h e  numerator 1-z-l due  to  t h e  

l i p s  because a i s  c l o s e  t o  1 i n  t h i s  model. Hence for the 

voiced  s i t u a t i o n  t h e  n e t  t r a n s f e r  f u n c t i o n  l/A(z) i s  al l-  

p.ole. Using ( 2 . 2 . 2 ) ,  s ( n )  = w(n) ( e ( n )  * h ( n ) )  . If h ( n )  

v a r i e s  s lowly w i t h  r e s p e c t  t o  w(n) [ 3 ,  p. 514, .  c h a p t e r  101 

t h  en 



m 

s i n c e  l /A(z )  = C h(n)z-* ,  
n=-00 

where E ( z )  is  a n  a l l  ze ro  i n p u t  because  it is o f  f i n i t e  
W 

du ra t ion .  This  l a s t  equa t ion  i s  t h e  z t r ans fo rm of (2.1.1) . 
Next u s i n g  t h e  mass c o n t i n u i t y ,  momentum and t h e  

Webster-Horn e q u a t i o n s  (the l a t t e r  b e i n g  e a s i l y  d e r i v e d  from 

t h e  f i r s t  two) and  t h e  c o n t i n u i t y  e q u a t i o n s  f o r  volume 

v e l o c i t y  and p r e s s u r e  a t  t h e  boundary between two uniform 

tubes ,  it i s  shown i n  121 t h a t  i n  t h e  case o f  no p r e s s u r e  

wave l e a v i n g  t h e  l i p s  ( i . e . ,  t h e  o u t p u t  impedance a t  t h e  

l i p s  i s  z e r o ) ,  equa t ions  e n t i r e l y  analogous t o  t h e  auto- 

c o r r e l a t i o n  equa t ions  

a r e  ob ta ined .  I n  t h e  p r e s e n t  s i t u a t i o n ,  m is  t h e  i ndex  

denot ing  a uniform tube .  m=O s t a n d s  f o r  t h e  tube  t e rmina t ed  

on one s i d e ,  a t  t h e  l i p s  and m=M f o r  t h e  t ube  t e rmina t ed  on 

one s i d e  a t  the g l o t t i s .  H e r e  km = l-Am/Am-L / 1 + Am/Am-l 



where Am i s  t h e  c r o s s - s e c t i o n  o f  uniform tube  m and it 

r e p r e s e n t s  t h e  f r a c t i o n  o f  t h e  energy which i s  r e f l e c t e d  

back i n t o  t h e  tube .  This  i s  t h e  r ea son  f o r  c a l l i n g  t h e  M 

parameters  km i n  a u t o c o r r e l a t i o n  l i n e a r  p r e d i c t i o n ,  r e f l e c t i o n  

c o e f f i c i e n t s .  

2.3 I m ~ r o v e d  Parameter Represen ta t ion  o f  Speech 

The e r r o r  s i g n a l  e ( n )  which i s  t h e  o u t p u t  of t h e  l i n e a r  

p r e d i c t i o n  f i l t e r  A ( z) e x h i b i t s  t h e  fo l lowing  p r o p e r t i e s  

[ 4 ,  page 1 1 1 .  

(1) I t  is  quas i -pe r iod ic  due t o  t h e  v i b r a t o r y  motion 

o f  t h e  voca l  cords .  

( 2 )  No i n t e r v a l  can b e  found w i t h i n  a  pe r iod ,  which 

w i l l  pos ses s  a  f l a t  ampl i tude s p e c t r u m l i k e  t h a t  

of  s i l e n c e  o r  wh i t e  n o i s e .  

( 3 )  A j i t t e r  from one p u l s e  . t o  t h e  n e x t  i n  t h e  i n s t a n t -  

aneous p e r i o d  of  t h e  waveform i s  observed because 

of i n s t a b i l i t i e s  i n  t h e  v o c a l  cord  motion. 

I n  a d d i t i o n ,  t h e  g l o t t a l  t r a n s f e r  f u n c t i o n  i s  t i m e -  

va ry ing  w i t h i n  a p i t c h  p e r i o d  ( S e c t i o n  2 . 2 )  . A ( z )  and e (n )  

a s  ob ta ined  from an  i n t e r v a l  cover ing  s e v e r a l  pe r iods  might 

t hen  n o t  a c c u r a t e l y  r e p r e s e n t  t h e  voca l  t r a c t  t r a n s f e r  

f u n c t i o n ' a n d  t h e  i n p u t  t o  it. For example, a s  po in ted  o u t  i n  



[ 5 ] ,  t h e r e  i s  no c l e a r  c u t  one-to-one correspondence between 

two a d j a c e n t  peaks o f  e ( n )  and t h e  p o i n t s  o f  s t r o n g  e x c i t a -  

t i o n  i n  pre-emphasized speech.  However, a s  w i l l  b e  done i n  

t h e  n e x t  c h a p t e r ,  e ( n )  can s t i l l  be  used t o  provide an 

e s t i m a t e  o f  t h e  p i t c h .  Once having o b t a i n e d  such an 

e s t i m a t e ,  it i s  then  proposed i n  [5 ]  , t o  perform l i n e a r  

p r e d i c t i o n  o v e r  i n t e r v a l s  s h o r t  compared t o  t h i s  c a l c u l a t e d  

p i t c h  pe r iod .  Then, assuming ha rd  g l o t t a l  c losure ,  

nl 
it i s  t h e n  expec ted  t h a t  c 2 

e ( n )  
n=no 

would f a l l  t o  ze ro  a s  t h e  segment o f  c o n s t a n t  l e n g t h  i s  s h i f t e d  

t o  an  i n t e r v a l  l y i n g  between two p o i n t s  of  g l o t t a l  c l o s u r e .  

I n  p r a c t i c e  it shou ld  n o t  f a l l  e x a c t l y  t o  ze ro  even i f  g l o t t a l  

c l o s u r e  i s  q u i t e  s h a r p ,  because o f  the. slow rise o f  t h e  n e x t  

g l o t t a l  p u l s e .  However t h i s  i s  n o t  a  p r a c t i c a l  scheme t o  

be  implemented i n  a speech t r ansmis s ion  system because 

once an  i n i t i a l  p i t c h  e s t i m a t e  i s  o b t a i n e d  f o r -  an a n a l y s i s  

frame (10-30 m s  i n  l e n g t h ) ,  t h e  computation involved i n  t h e  

s ea rch  of j u s t  one e x c i t a t i o n - f r e e  i n t e r v a l  i s  t o  b e  done 

on a l l  such i n t e r v a l s  w i t h i n  t h a t  a n a l y s i s  frame i f  c o r r e c t  

in format ion  about  t h e  e x c i t a t i o n  s i g n a l  i s  t o  be t r a n s m i t t e d .  

The method might  a l s o  no t  be  a c c u r a t e  i f  t h e  assumption of  

ha rd ,  g l o t t a l  c l o s u r e  does n o t  ho ld .  

Neve r the l e s s ,  r e t u r n i n g  t o  t h e  e r r o r  s i g n a l  e ( n )  o b t a i n e d  

from t h e '  o r i g i n a l  a n a l y s i s  frame, it i s  found i n  [ 6 ]  , t h a t  
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l i n e a r  p r e d i c t i o n  a p p l i e d  t o  an i n t e r v a l  o f  speech l y i n g  

between two f i n i t e  d u r a t i o n  p u l s e s ,  w i l l  r e s u l t  i n  a  s p e c t r a l  

2 
p l o t  a/ l ~ ( e j ' )  1 which averages  t h e  peaks of  I S  ( e j e )  I b e t t e r  

t han  t h e  p rev ious  a n a l y s i s .  L e t t i n g  E ( z )  b e  t h e  z t rans form 

of  t h e  new e r r o r  s i g n a l ,  it i s  then  sugges t ed  t o  o b t a i n  t h e  

zeroes  o f  t h e  spec t rum by performing l i n e a r  p r e d i c t i o n  on 

-1 t h e  z  t r ans fo rm of  l / E ( z )  o r  by s o l v i n g  f o r  t h e  r o o t s  of  

C e ( n )  z-n where J i s  an i n t e r v a l  l y i n g  w i t h i n  one of  t h e  
nEJ 
f i n i t e  d u r a t i o n  p u l s e s .  I t  i s  then  observed i n  [ 6 ]  t h a t  

approximately  t h e  same zeroes  a r e  o b t a i n e d  i f  t h e  i n t e r v a l  J 

i s  s h i f t e d  t o  a  r e g i o n  between p u l s e s .  The zeroes  a r e  then  

more l i k e l y  t o  b e  due t o  an opening of  t h e  velum than  t o  t h e  

presence  o f  a g l o t t a l  pu l se .  

Up t o  now, methods of  o b t a i n i n g  t h e  e r r o r  s i g n a l  e ( n )  

and t h e  v o c a l  t r a c t  t r a n s f e r  f u n c t i o n  i n  t h e  presence of  a  

voiced e x c i t a t i o n ,  have been ' b r i e f l y  d e s c r i b e d .  However t h e r e  

i s  a  method which avoids  t h e  d i f f i c u l t i e s  a r i s i n g  from t h e  

e x i s t e n c e  o f  such an  e r r o r  s i g n a l .  I t  i s  c a l l e d  homomorphic 

deconvolu t ion  and in some c a s e s  [ 3 ,  Chapter  101 i s  u s e f u l  i n  

s e p a r a t i n g  a s i g n a l  i n t o  i t s  b a s i c  components. I t  involves  
A 03 

f i n d i n g  t h e  z- l  t r ans fo rm x ( n )  o f  l o g  X (  z )  where X(z) = C x ( n )  z-". 

Now from (2.2 .5)  S ( z )  = E w ( z ) H ( z ) .  

Therefore  l o g  S ( z )  = l o g  Ew(z) + l o g  H(z)  

... . A 
... ... 
.... ...... ...... 

I t  i s  then  shown i n  [ 3 ]  t h a t  f o r  l a r g e  p i t c h  p e r i o d s ,  h ( n )  



h 

does n o t  o v e r l a p  e w ( n )  app rec i ab ly  because  of its r a p i d  decay 
A 

(h (n )  5 cn/n,  where C i s  a  bound) . C o n s e q u e n t l y i t  i s  then  
A A 

p o s s i b l e  t o  s e p a r a t e  h ( n )  from e ( n )  and hence h (n) from e ( n )  . 
W W 

Wr i t i ng  the voca l  t r a c t  t r a n s f e r  f u n c t i o n  H ( z )  as 

t h e  problem t h e n  becomes t h a t  of  s o l v i n g  f o r  t h e  a 's and i 

b .  ' s  s imul taneous ly .  A s  i t  i s  a h i g h l y  non- l inear  problem, 
1 

i t s  s o l u t i o n s  are approximated by t h o s e  s o l u t i o n s  t o  modi f ied  

l i n e a r i z e d  problems. Methods o f  s o l u t i o n  t o  two such s i m p l i f i e d  

problems have been proposed by  Kalman and Shank 181 . The 

o r i g i n a l  non- l inear  problem can o n l y  b e  so lved  i t e r a t i v e l y ,  and 

even then ,  t h e r e  i s  no gua ran tee  t h a t  t h e  a l g o r i t h m  w i l l  con- 

verge.  One such scheme, c a l l e d  i t e r a t i v e  p r e f i l t e r i n g ,  is 

d i scussed  in [ 8 ] ,  where it was shown t h a t  it a c t u a l l y  r e s u l t s  

i n  a more a c c u r a t e  r e p r e s e n t a t i o n  o f  t h e  voca l  tract than  

Shank's  method. However t h e  two main d i sadvantages  a r e  

i n c r e a s e d  complexity and execu t ion  t ime  o f  t h e  a lgor i thm.  

I n  conc lus ion ,  t h i s  s e c t i o n  was b a s i c a l l y  concerned w i t h  

t h e  l i m i t a t i o n s  of  t h e  l i n e a r  p r e d i c t i o n  a lgor i thm.  F u r t h e r  prob- 

l ems  a r i s e  i n  i n c l u d i n g  'zeroes' a s  parameters .  F i r s t  -there i s  

t h e  d i f f i c u l t y  i n  l o c a t i n g  them i n  any r e a l  sys tem due t o  

eve r -p re sen t  i n t e r f e r i n g  s i g n a l s .  Also r e c a l l  t h a t  if a l i a s i n g  



i s  avoided,  

But t h e n  f c  

t h e n  a  c u t o f f  frequency f < f-:/2 is  
C. - S 

must be  a s  c l o s e  t o  fs/2 a s  p o s s i b l e  

necessary .  

i f  ze roes  

i n  t h e  spectrum a r e  a l s o  t o  be  avoided.  Also s i n c e  a 

windowed frame c o n t a i n s  a  f i n i t e  number of samples o n l y ,  

t h e  z  t ransform i s  then  a polynomial ( a n  a l l  ze ro  t r a n s f o r m ) .  

Zeroes i n  t h e  t r ansmis s ion  a r e  i n  a d d i t i o n  masked by t h e s e  

a r t i f i c i a l l y  c r e a t e d  zeroes .  Convent ional  l i n e a r  p r e d i c t i o n  

w i l l  from now o n  be  used. Also t h e  i n p u t  t o  the g l o t t i s  

w i l l  from now o n  be approximated by a  t r a i n  of  e q u a l l y  

spaced i n p u t  samples.  



111 : PITCH EXTRACTORS 

One parameter of g r e a t  importance i n  t h e  p e r c e p t i o n  

of vo iced  speech i s  t h e  fundamental frequency of t h e  g l o t t a l  

e x c i t a t i o n ,  [ 2 ]  , more commonly c a l l e d  t h e  p i t c h .  Therefore  

t h e  concept ion  o f  a very a c c u r a t e  p i t c h  t r a c k e r  would al low 

a g r e a t  r e d u c t i o n  i n  t r ansmiss ion  b i t  r a t e  a t  l i t t l e  l o s s  

of  f i d e l i t y .  Seve ra l  . p i t c h  d e t e c t o r s  have a l r eady  been 

proposed. I n  s e c t i o n  3 . 1 ,  t h e  s u b j e c t i v e  r e s u l t s  1221 of 

speech syn thhs ized  using . . d i f f e r e n t  p i t c h  d e t e c t o r s  are 

summarized and s e c t i o n  3.2 d e s c r i b e s  i n  more d e t a i l  one 

p a r t i c u l a r  d e t e c t o r  which was used i n  ob ta in ing  the r e s u l t s  

of  Chapter  V I .  

3.1 Comparison of Various P i t c h  E x t r a c t o r s  

I n  [ 2 2 ]  a s u b j e c t i v e  comparison of  l i n e a r  p r e d i c t i o n  

syn thes i zed  speech i n  which only  t h e  method of p i t c h  e x t r a c t i o n  

is  allowed t o  va ry ,  was c a r r i e d  o u t .  I n  a l l ,  eight such 

methods w e r e  s t u d i e d  and a r e  l i s t e d  below: 

(1) SAPD ( s e m i  au tomat ic  p i t c h  contour)  

( 2 )  LPC ( s p e c t r a l  e q u a l i z a t i o n  LPC method) 

( 3 )  AlmF (average magnitude d i f f e r e n c e  f u n c t i o n )  

( 4 )  PPROC (pa ra l . l e1  p rocess ing  me.thod) 

(5) AUTOC .(modified a u t o c o r r e l a t i o n  method) 

( 6 )  SIFT ( s i m p l i f i e d  i n v e r s e  f i l t e r i n g  method) 



( 7 )  CEP (cepstrum method) 

(8 )  DARD ( d a t a  r educ t ion  method) 

D e t a i l s  on t h e  theory  of  o p e r a t i o n  of each of  t h e s e  a lgo r i thms  

a r e  provided i n  t h e  r e fe rences  l i s t e d  i n  'E221. The o r i g i n a l  

unprocessed u t t e r a n c e  was a l s o  inc luded  i n  t h e  s t u d y  of  [22] , 

f o r  a  t o t a l  of  n i n e  ve r s ions  of an u t t e rance .  F o r  each o f  

t h e s e  v e r s i o n s ,  t h e  speaker ,  l i s t e n e r ,  sentence u t t e r e d  and 

r eco rd ing  c o n d i t i o n s  w e r e  va r i ed .  To remove a s  much a s  

p o s s i b l e  any b i a s  on t h e  p a r t  o f  a  l i s t e n e r ,  the u t t e r a n c e s  

w e r e  randomly s e l e c t e d  among a l l  v a l u e s  of  t h e  above para- 

m e t e r s .  Th i s  preference  ranking  method is described i n  d e t a i l  

i n  [ 2 2 ] .  Denoting a  p re fe rence  of  method A over  method B 

by A > B it is  seen  from a  p l o t  o f  t h e  average of t h e  p r e f e r e n c e  

over  a l l  parameters (keeping the d e t e c t i o n  method f i x e d )  v e r s u s  

t h e  d e t e c t i o n  method t h a t  

o r i g i n a l  utterance>SAPD>LPC>AMDF>PPROC>AUTOC>SIFT>CEP>DARD . 
h l s o ,  w i t h  r e s p e c t  t o  t h i s  average ,  t h e  o r i g i n a l  u t t e r a n c e  

s c o r e s  cons iderably  b e t t e r  than  any of t h e  e i g h t  LPC s y n t h e s i z e d  

u t t e r a n c e s ,  and t h e  v a r i a t i o n  of  t h e  average p r e f e r e n c e  among 

t h e s e  e i g h t  methods i s  n o t  a s  g r e a t .  Moreover, the s t anda rd  

d e v i a t i o n  i n  p re fe rence  s c o r e s  i s  much l a r g e r  f o r  t h e  e i g h t  

d e t e c t i o n  methods than  f o r  t h e  n a t u r a l  u t t e rance .  P l o t s  of 

t h e  average preference  s c o r e  ve r sus  d e t e c t i o n  method used, 

keeping n o t  only t h e  d e t e c t i o n  method b u t  a l s o  e i t h e r  of the 

l i s t e n e r ,  speaker ,  record ing  c o n d i t i o n s ,  f ixed ,  are a l s o  



shown i n  [22] .  V a r i a t i o n s  i n  p r e f e r e n c e  s c o r e s  among 

speakers  are s e e n  t o  b e  l a r g e r  t han  v a r i a t i o n s  among 

r eco rd ing  c o n d i t i o n s  and t h e s e  are i n  t u r n  l a r g e r  t h a n  

those  among e i t h e r  l i s t e n e r s  o r  s e n t e n c e  u t t e r e d ,  

Another comparison experiment,  i n  which t h e  mean 

p re fe rence  f o r  u t t e r a n c e s  syn thes i zed  w i t h  smoothed p i t c h  

contours  o v e r  t h o s e  syn thes i zed  w i t h  unsmoothed p i t c h  

contours  is p l o t t e d  ve r sus  t h e  p i t c h  d e t e c t i o n  method, 

was c a r r i e d  o u t  i n  [221. The same g e n e r a l  t r e n d  concerning 

the p r e f e r e n c e  s c o r e s  keeping t h e  s e n t e n c e  u t t e r e d ,  l i s t e n e r ,  

speaker  and r e c o r d i n g  cond i t i ons  f i x e d ,  r e s p e c t i v e l y ,  is 

observed i n  t h i s  experiment.  Genera l ly  speaking,  t h e  h i g h e r  

a n . u t t e r a n c e  s c o r e s  i n  t h e  p rev ious  exper iment ,  the lower i s  

i ts  need f o r  p i t c h  smoothing i n  o r d e r  t o  improve i t s  s u b j e c t i v e  

q u a l i t y .  

I n  conc lus ion ,  t h e  f a c t  t h a t  no LPC s y n t h e s i z e d  u t t e r a n c e  

comes c l o s e  i n  q u a l i t y  t o  t h e  o r i g i n a l  u t t e r a n c e  s h o u l d  n o t  be 

s u r p r i s i n g  i n  view of  t h e  d i s c u s s i o n  i n  s e c t i o n  2 .3  on t h e  

l i m i t a t i o n s  o f  l i n e a r  p r e d i c t i o n .  F u r t h e r  work o n  p i t c h  

e x t r a c t i o n  a lgo r i t hms  is  a l s o  neces sa ry  i n  view of t h e  f a c t  

that  on t h e  average ,  t h e  semi-automatic p i t c h  c o n t o u r  method 

s c o r e s  h i g h e r  t h a n  t h e  seven p i t c h  d e t e c t o r s .  



( 
3.2  The SIFT Algorithm 

From t h e  previous d iscuss ion of s ec t i on  3.1 o n  sub j ec t i ve  

t e s t i n g ,  it i s  c l e a r  t h a t  SIFT i s  no t  a  p a r t i c u l a r l y  good 

algorithm f o r  p i t ch  ex t rac t ion .  However, a s  the  quan t i za t i on  

p roper t i es  of t h e  r e f l e c t i o n  c o e f f i c i e n t s  and some of t h e i r  

transformations is t h e  sub jec t  of t h i s  t h e s i s , .  t h e  p a r t i c u l a r  

p i t ch  ex t r ac t i on  algorithm t o  be chosen i s  not of prime concern. 

Besides,  implementations of  S I F T  by two FORTRAN subrout ine  

programs w e r e  r ead i ly  ava i lab le  f o r  use i n  [2 ,  Chapter 81. 

Therefore, t h i s  algorithm w i l l  now be discussed i n  some 

d e t a i l .  

F i r s t ,  it i s  observed t h a t  d i r e c t  ex t rac t ion  of 

t h e  p i t ch  from t h e  speech s i g n a l  s ( n )  can be done manually 

and is  q u i t e  accurate.  However f o r  t h e  purpose of implement- 

ing  an automatic procedure of p i t c h  ex t rac t ion ,  the log ica l  

s t e p  t o  follow i s  t o  compute a e  au tocor re la t ion  

where the  i n t e r v a l  ( 0 ,  N-1)  inc ludes  many p i tch  periods.  

Obviously, R ( 0 )  R ( j )  . Suppose t he re  i s  - a  p r i o r i  knowledge 

of t he  i n t e r v a l  J C (0, N-1)  i n  which t he  p i tch  value should 

l i e .  Then compute R (  j) f o r  a l l  j E J and assi-gn the value 

2 t o  t he  p i t ch  where R s a t i s f i e s  



R ( R )  = max R (  j )  
j€J , 
j#O 

Notice  t h a t  i f  t h e  g a i n  R(0)  changes by a c o n s t a n t  f a c t o r  

a then  s o  does any R ( j . Because R(0) > R ( j.) the normaliza- 

t i o n  R(j ) /R(O) can  t h e n  always b e  compared w i t h  a f i x e d  

t h r e s h o l d  f u n c t i o n  D ( j) independent  of  g a i n ,  Unfor tuna te ly  , 

t h e  p o l e s  o f  t h e  v o c a l  t r a c t  t r a n s . f e r  f u n c t i o n  have  narrow 

bandwidths ( e s p e c i a l l y  t h o s e  o f  low frequency)  . . Therefore  

components o f  t h e  speech waveform a t  t h o s e  f r e q u e n c i e s  w i l l  

n o t  decay cons ide rab ly  w i t h i n  a p i t c h  p e r i o d ,  High ampli tude 

c o r r e l a t i o n  peaks due t o  t hose  components could  r e s u l t  i n  

f a l s e  p i t c h  d e t e c t i o n  [9 I . 

I n v e r s e  f i l t e r i n g  [91 

This  i s  s imply l i n e a r  p r e d i c t i o n  and ensu ing  i n v e r s e  

f i l t e r i n g  o f  t h e  speech s i g n a l  s ( n ) .  A u t o c o r r e l a t i o n  is 

then  performed on t h e  e r r o r  s i g n a l .  Gain n o r m a l i z a t i o n  is 

then  a p p l i e d  and a s imple  voiced-unvoiced d e c i s i o n  based  upon 

a f i x e d  t h r e s h o l d  f u n c t i o n  D ( j )  c an  b e  de f ined .  I n  t h i s  way, 

most of t h e  s o u r c e  voca l  t r a c t  i n t e r a c t i o n  i s  e l i m i n a t e d ,  

Refinements of  t h e  method have l e d  t o  t h e  s i m p l i f i e d  i n v e r s e  

f i l t e r  t echnique  (SIFT) [9  I . 

SIFT 

P r e l i m i n a r i e s  [ l o ] .  Before  performing l i n e a r  p r e d i c t i o n  

d n a l y s i s  t h e  mean of  t h e  i n p u t  s i g n a l  w i t h i n  t h e  a n a l y s i s  f rame 



is e x t r a c t e d  and s u b t r a c t e d  from each sample va lue .  I f  t h i s  

was n o t  done, t h e  b i a s  i n  t h e  windowed frame would c o n t r i b u t e  

t o  R ( j )  , a l i n e a r  termmonotonical ly  decreas ing  i n  j ,  By i t s  

presence it i s  p o s s i b l e  t h a t  a  peak which would o the rwise  

be  below t h e  th resho ld  D ( j )  , could  c r o s s  it and have  an 

ampli tude g r e a t e r  than  a  peak t o  i t s  r i g h t  corresponding t o  

t h e  a c t u a l  p i t c h  value.  I t  i s  a l s o  p o s s i b l e  t h a t  t h e  

t h r e s h o l d  D (  j) i s  exceeded f o r  a  v a l u e  of  j s m a l l e r  than  t h e  

h i g h e s t  fundamental frequency o f  i n t e r e s t .  

I f  t h e  speech energy i n  t h e  frame is  less t h a n  some 

number c a l l e d  t h e  lower dynamic range,  then  t h e  frame is 

def ined  a s  s i l e n c e .  This a l lows  t h e  number of computations 

involved i n  l i n e a r  p r e d i c t i o n  a n a l y s i s  and p i t c h  e x t r a c t i o n  

t o  b e  g r e a t l y  reduced because of  t h e  s u b s t a n t i a l  f r a c t i o n  

of  s i l e n c e  frames even i n  cont inuous speech. The same lower 

bound is  used i n  ga in  q u a n t i z a t i o n  (see Chapter V I ) .  

F i n a l l y ,  i f  t h e  zero c r o s s i n g  d e n s i t y  exceeds 2/ms, 

t h e  frame i s  def ined  a s  unvoiced. This  is because i n  

unvoiced frames,  t h e  source  o f  e x c i t a t i o n  has  h i g h e r  f requency 

components than  f o r  voiced frames,  corresponding t o  a  zero 

c r o s s i n g  d e n s i t y  of a t  l e a s t  2 / m s .  

Human p i t c h  f o r  t h e  average  male o r  female speaker  

ranges from 50 t o  250 Hz. The i n p u t  speech can t h e n  s a f e l y  

be  bandl imi ted  ( p r i o r  t o  t h e  above p re l imina r i e s )  t o  1 KHz 

wi thou t  any l o s s  of  p i t c h  informat ion .  A s  w i l l  become clearer 



i n  Chapter I V ,  a  sampling frequency f s  of 2 KHz and a  

f i l t e r  o r d e r  M=4 i s  s u f f i c i e n t  f o r  t h e  l i n e a r  p r e d i c t i o n  

a n a l y s i s .  The advantage of  t h i s  approach l i e s  i n  t h e  

g r e a t  reduct ion  i n  t h e  t o t a l  number of  necessary opera t ions  

i n  t h e  a n a l y s i s .  This scheme does no t  work w e l l  i n  t h e  

case of n a s a l  o r  voiced p los ive  sounds because t h e  speech 

s i g n a l  conta ins  zeroes around t h e  frequencies  of  human 

p i t c h .  To cancel  t h i s  zero spectrum a  pre-emphasis f i l t e r  

1-z-l i s  used be fo re  performing l i n e a r  p r e d i c t i o n  12, p. 193- 

1971 . To g e t  t h e  . f i l t e r  c o e f f i c i e n t s  , t h e  inpu t  speech is  

a l s o  windowed us ing  a  Hamming window i n  o rde r  t o  o b t a i n  a  

more a c c u r a t e  r ep resen ta t ion  of t h e  speech spectrum. Then 

t h e  e r r o r  s i g n a l  is  obtained by i n v e r s e  f i l t e r i n g  t h e  

unwindowed and nonpre-emphasized speech s i g n a l ,  I f  t h e  

f i l t e r  o r d e r  M had been chosen t o  be  much l a r g e r  f o r  such 

a  bandl imited s i g n a l  then t h e  output  would have been  a 

~ t n i t  sample ( e  (n)  = 6 (n) ) because 

as  M + f o r  a u t o c o r r e l a t i o n  l i n e a r  p red ic t ion .  The length  

of t h e  a n a l y s i s  frame should encompass s e v e r a l  p i t c h  per iods  

y e t  be small  enough t o  ensure t h a t  t h e  vocal  t r a c t  does n o t  

change shape appreciably w i t h i n  t h e  frame, and that p i t c h  



v a r i a t i o n  from p u l s e  t o  pu l se  i s  i n s i g n i f i c a n t .  A t  f s  = 2 K H Z  

80 samples are used. T h e  a u t o c o r r e l a t i o n  sequence i s  then 

t w i c e  t h a t  long b u t  i s  symmetrical  R ( j )  = R ( - 3 ) .  

I n t e r p o l a t i o n  

The sampling per iod  T is  .5 m s .  Taking a  t y p i c a l  p i t c h  pe r -  

i od  P t o  b e  o f  t h e  o rde r  o f  6 m s  [ 91  t h e  q u a n t i z a t i o n  e r r o r  

i n  Her tz  i s  

which i s  l a r g e  enough t o  be n o t i c e a b l e .  S ince  i n c r e a s i n g  the 

sampling frequency i s  undes i r ab le  a  more accura t e  peak va lue  

and l o c a t i o n  i s  obta ined  from a s imple p a r a b o l i c  i n t e r p o l a t i o n  

of  t h e  maximum a u t o c o r r e l a t i o n  R ( R )  and i t s  two a d j a c e n t  

samples [91 .  

A block diagram of t h e  SIFT a lgo r i thm i s  shown i n  

F igure  3.2.1. 

The v a r i a b l e  th re sho ld  D ( j )  and t h e  e r r o r  d e t e c t i o n  

and c o r r e c t i o n  l o g i c  a r e  d i scussed  i n  more d e t a i l  i n  12, 

Chapter 81 .  I n  a d d i t i o n  STEP 1 and STEP 2 of F i g u r e  3 - 2 - 1  

a r e  implemented a s  two FORTRAN subrou t ine  programs. 

A s  a  t r adeof f  between complexity and accuracy ,  S I F T  

uses  only two frames of  delayed p i t c h  informat ion  f o r  t h e  





d e t e c t i o n  and cor rec t ion  of e r r o r s .  To f u r t h e r  reduce t h e  

amount of computation involved, SIFT only searches  p i t c h  

va lues  over  t h e  range (50 ,250)  H z  even though human p i t c h  

can go a s  high a s  500 Hz. 

Because l i n e a r  p r e d i c t i o n  r e s u l t s  a r e  very s e n s i t i v e  

t o  recording  condi t ions  [ l o  I , any type  of background no i se  

. ( including more than one speaker)  must be  kep t  t o  a minimum. 

Otherwise the performance of t h e  SIFT algorithm w i l l  be  

cons iderably  degraded. For t h e  same reason, because of t h e  

b ina ry  voiced-unvoiced c l a s s i f i c a t i o n  of  each frame, i m p l i c i t  

i n  l i n e a r  p r e d i c t i o n ,  voiced p l o s i v e  and f r i c a t i v e  sounds 

cannot be w e l l  recons t ruc ted .  

It should be pointed o u t  t h a t  a s i n g l e  parameter 

e x t r a c t i o n  from t h e  e r r o r  s i g n a l ,  a s  i s  done above, 

accounts  f o r  t h e  l a r g e s t  r educ t ion  i n  t h e  t ransmiss ion  b i t  

r a t e  of speech. 



I V :  ANALYSIS AND SYNTHESIS U S I N G  PITCH EXCITATION 

I n  t h i s  chap te r ,  t h e  b a s i c  b u i l d i n g  blocks o f  a p i tch-  

e x c i t e d  vocoder a r e  reviewed. Sec t ion  4 . 1  e s s e n t i a l l y  d e a l s  

with preprocessing and inpu t  v a r i a b l e s  t o  e i t h e r  a covar iance  

o r  a u t o c o r r e l a t i o n  analyzer:  sampling frequency, f i l t e r o r d e r ,  

a n a l y s i s  frame l eng th ,  frame r a t e ,  windowing and pre-emphasis 

of t h e  i n p u t  speech. I n  Sec t ion  4 . 2  t h e  s t a b i l i z i n g  of the 

r e f l e c t i o n  c o e f f i c i e n t s  i s  b r i e f l y  discussed.  I n  t h e  next  

s e c t i o n ,  two important  s y n t h e s i s  s t r u c t u r e s  a r e  descr ibed .  

One o f them,  t h e  ,kwo-multiplier l a t t i c e  s t r u c t u r e  becomes 

p a r t  of  t h e  p i t c h  synchronous syn thes ize r  b r i e f l y  discussed 

i n  Sect ion  4 .5 .  The d r i v i n g  func t ion  t o  t h i s  s y n t h e s i z e r  

uses t h e  ga in  matching c r i t e r i m  discussed  i n  t h e  previous 

s e c t i o n .  F i n a l l y ,  i n  view of  t h e  f a c t  t h a t  q u a n t i z a t i o n  

p r o p e r t i e s  of var ious  t ransformations of  the r e f l e c t i o n  

c o e f f i c i e n t s  w i l l  be t h e  main t o p i c  of Chapters V and V I ,  

t h i s  s y n t h e s i z e r  program i s  adopted and Sect ion  4 . 5  concludes 

by enumerating some c h a r a c t e r i s t i c s  of . a u t o c o r r e l a t i o n  

vocoders . 



4 . 1  Analys i s  Condi t ions  [ 2 ,  s e c t i o n s  6.5.2-6.5-6 3 

I n  o r d e r  t o  account  f o r  t h e  most impor tan t  formant  

s t r u c t u r e  of  speech,  a sampling f requency fs of a t  l e a s t  

6 K H z  i s  necessary .  I f  low i n t e n s i t y  and h igh  f requency  

f r i c a t i v e s  sounds w e r e  t o  b e  r e p r e s e n t e d ,  a h i g h  SNR and 

s = 20 KHz would be  r e q u i r e d  u n l e s s  t h e  t echn ique  of 

s e l e c t i v e  l i n e a r  p r e d i c t i o n  [2 ,  c h a p t e r  61 was employed. 

A s  d i s c u s s e d  earl ier ,  t o  p r e v e n t  any a l i a s i n g ,  t he  speech 

must b e  band l imi t ed  t o  1 f  1 < fs/2.  However, s i n c e  t h e  

i n t r o d u c t i o n  o f  a r t i f i c i a l  ze roes  i n  the spectrum i s  

u n d e s i r a b l e ,  a v a r i a b l e  f i l t e r  w i th  a very  s h a r p  cutoEf a t  

f  = f  /2 is  r equ i r ed .  
S 

A f i g u r e  o f  m e r i t  f o r  t h e  f i l t e r  o r d e r  M is  F s ( ~ ~ z )  + 4 .  

This  can  b e  accounted f o r  i n  t h e  fo l lowing  way. I n  r e l a t i n g  

l i n e a r  p r e d i c t i o n  t o  t h e  speech p roduc t ion  model, a n  e q u a t i o n  

o f  t h e  form 

i s  d e r i v e d  i n  C2, Chapter  4 1 .  T = 2R/c where R is  t h e  l e n g t h  

af a uniform tube  and c i s  t h e  speed of sound. T r e p r e s e n t s  

t h e  t i m e  it t a k e s  f o r  a  wave t o  t r a v e r s e  t h e  l e n g t h  of a 

uniform tube  and b e  r e f l e c t e d  back t o  i t s  s t a r t i n g  point .  

However, i n  d i g i t a l  r e p r e s e n t a t i o n  of  speech t h e  samples 

are spaced l / f s  a p a r t .  I n  o r d e r  t o  be aware of  t h e  e x i s t e n c e  

of  such a tube  a r e s o l u t i o n  l / f s  - < 22/c is  r e q u i r e d .  L e t  



t h e  number of tubes be M.  Then MR = L is  the d i s t a n c e  

from t h e  g l o t t i s  t o  t h e  l i p s .  For humans, 2L/c % 1 m s .  

Hence M i f (KHz) . I n  o t h e r  words it i s  u s e l e s s  t o  use - 
M > f because no a d d i t i o n a l  formants a r e  p r e s e n t  i n  t h e  

S 

range ( 0 ,  fs/2) . The b e s t  t h a t  can be  done i s  M = fs(lK~z) . 
However t h e r e  a r e  4 o r  5 a d d i t i o n a l  poles  which are observed 

i n  t h e  i n p u t  speech spectrum and t h e s e  a r e  due t o  t h e  g l o t t a l  

t r a n s f e r  func t ion  and l i p  r a d i a t i o n  model, Therefore  t o  

r e p r e s e n t  t h e s e  po les  a f i l t e r  o r d e r  va lue  of a t  l e a s t  

fs(KHz) + 4 i s  used. For unvoiced speech t h e  v o c a l  t r a c t  

formant s t r u c t u r e  does n o t  s t a n d  o u t  a s  c l e a r l y  i n  the i n p u t  

speech spectrum. I f  -unvoiced frames of ',speech are anal.ysed, 

then  a smal ler  va lue  f o r  M than  t h e  one above c o u l d  be used 

t o  accura te ly  r ep resen t  speech. Also t h e r e  might n o t  be a 

c o n t r i b u t i o n  from t h e  g l o t t i s .  

The a n a l y s i s  frame length  N i s  l i m i t e d  by t h e  t i m e  

varying na tu re  of  t h e  vocal  t r a c t .  For most speech sounds 

it should n o t  exceed (15-20) f s  (KHz) 12 ,  Chapter 61.  

However it would be  p r e f e r a b l e  f o r  some voiced and e s p e c i a l l y  

p los ive  sounds t o  use  a va lue  of N/fs (KHz) of o n l y  a f e w  

msec i f  accura te  r e p r e s e n t a t i o n  o f  t h e s e  sounds i s  des i red .  

A s  t hese  va lues  of  N cover many p i t c h  per iods ,  a b s o l u t e  

placement of t h e  i n t e r v a l  i s  unnecessary i n  both t h e  covariance 

and a u t o c o r r e l a t i o n  methods. To accura te ly  r e p r e s e n t  t h e  

continuous na tu re  of  speech, a frame r a t e  fr of a t  least 



50 Hz i s  recommended. Hence f o r  a t y p i c a l  f s  of 10 KHz, 

fs/f,  = 200 and w i t h  t h e  above va lues  o f  N ,  s h i f t e d  i n t e r -  

v a l s  do n o t  over lap .  This i s  t o  b e  c o n t r a s t e d  w i t h  t h e  

SIFT a lgor i thm i n  which t h e  ove r l ap  r a t i o  i s  1/2 (N=80 and 

A s  w a s  p rev ious ly  mentioned, windowing of i n p u t  speech 

reduces  t h e  d i s t o r t i o n  between t h e  a c t u a l  and t r u n c a t e d  speech  

s p e c t r a .  S p e c i f i c  d e t a i l s  about  t h e s e  d i s t o r t i o n s  depend on 

t h e  shape and l e n g t h  of  t h e  windows. For a n a l y s i s  l eng ths  of 

o r d e r  of magnitude a s  s t a t e d  above ,  non-rectangular  windowing 

o f  t h e  speech i s  des i r ab le . .  

Reca l l  t h a t  an approximate way t o  account f o r  t h e  e f f e c t  of 

g l o t t a l  t r a n s f e r  f u n c t i o n  and l i p  r a d i a t i o n  model on the o u t p u t  

speech i s  t o  d i v i d e  t h e  a l l  p o l e  f i l t e r  1 / A (  z)  of  a vocal t r ac t  

t r a n s f e r  f u n c t i o n  w i t h  zero l i p  impedance and i n f i n i t e  g l o t t a l  

-1 impedance by t h e  term 1-2  . Since  performing l i n e a r  p r e d i c t i o n  

t o  o b t a i n  t h e  o r i g i n a l  a l l  p o l e  f i l t e r  l /A(z) is  d e s i r a b l e  t h e  

i n p u t  speech i s  then  preemphasized by a f a c t o r  1-z-l .  lnis w i l l  

lower t h e  energy of  t h e  low frequency p a r t  of t h e  spectrum. 

However, most unvoiced sounds c o n t r i b u t e  energy most ly  t o  t h e  

h igh  frequency p a r t  of t h e  spectrum. For most o f  t h e s e  sounds ,  t h e  

-cT -1 2 g l o t t i s  does n o t  c o n t r i b u t e  an a l l  p o l e  f i l t e r  l / ( l - e  z ) . 
There i s  then no reason t o  preemphasize t h e  speech.  Therefore ,  

p r i o r  t o  t h e  a u t o c o r r e l a t i o n  a n a l y s i s  an adap t ive  preemphasis 

f i l t e r  1-uz-I where u = r ( l ) / r ( O ) ,  i s  used. r ( 0 )  i s  the 

energy o f  the i npu t  speech i n  t h e  a n a l y s i s  i n t e r v a l .  For 



unvoiced sounds,  t h e  a u t a c o r r e l a t i o n  r(1) is much l e s s  

t han  r ( 0 )  because t h e r e  i s  p r a c t i c a l l y  no c o r r e l a t i o n  

among samples.  There i s  then  no preemphasis. F o r  voiced 

< 
sounds preemphasis  i s  g r e a t e s t  because r(1) c r(0). 

12, Chapte r  61 . 

4.2 S t a b i l i t y  Problems and Comparison of A u t o c o r r e l a t i o n  

and Covariance Analyses 

R e c a l l  from Sec t ion  2.2 t h a t  t h e  parameters  k m 

involved  i n  t h e  s o l u t i o n  t o  t h e  a u t o c o r r e l a t i o n  l i n e a r  

p r e d i c t i o n  equa t ions  are termed r e f l e c t i o n  c o e f f i c i e n t s  

because they  r e p r e s e n t  t h e  f r a c t i o n  of  t h e  energy which i s  

r e f l e c t e d  a t  a boundary between two uniform tubes .  More 

p r e c i s e l y  it was found i n  [2 ,  Chapte r  - 41  t h a t  

where Am i s  t h e  c r o s s - s e c t i o n  o f  t h e  mth uniform tube .  An 

a r e a  i s  a p o s i t i v e  q u a n t i t y  and t h e r e f o r e  from s i m p l e  

i n s p e c t i o n  o f  t h e  above e q u a t i o n ,  ik,]<l, a s  i s  r e q u i r e d  

from p h y s i c a l  grounds s i n c e  a p a r t  from t h e  g l o t t a l  i n p u t ,  

t h e r e  i s  no a d d i t i o n a l  sou rce  o f  energy.  This  r e s u l t  can  

a l s o  b e  s e e n  from (2.1.14) s i n c e  a - m - $rn i n  t h e  a u t o c o r r e l a -  

t i o n  a n a l y s i s  and t h e r e f o r e  t h e  e q u s t i o n  reduces t o  



But am i s  a sum of squa re s  and is alu gays p o s i t i ~  Je. Hence 

Ikml< l f o r  a l l  m and consequent ly  s t a b i l i t y  is  ensured .  

( A  more r i g o r o u s  proof r e l a t i n g  t h e  cond i t i on  Ik 1 < 1 to  t h e  m 

requi rement  t h a t  t h e  r o o t s  of  A (  z) l i e  i n s i d e  t h e  u n i t  

c ircle 1 z  1 < 1 f o r  s t a b i l i t y  of  1 / A  ( z )  , can b e  found i n  12, 

Chapter  51 .)  This  r e s u l t  does  n o t  g e n e r a l l y  h o l d  f o r  the 

cova r i ance  method s i n c e  am i s  n o t  n e c e s s a r i l y  e q u a l  t o  6, i n  

(2 .1 .14) .  However, combining (2.1.8) and (2.1.19) yields 

and us ing  (2'. 1.18) , (4.2.2) can b e  r e w r i t t e n  as 

o r  i n  time-domain n o t a t i o n  

f o r  m = M, M - 1 ,  ... 1 and i = 0 ,  1, ..., m-1. The re fo re  

a l l  Am(z) can be  found g iven  A(z)  . But from (2.1.17) , 

a = k,. Therefore  i f  a f i l t e r  A(z)  i s  ob ta ined  by the m 
covar iance  method, t h e  s t e p  down r e c u r s i o n  4.2.4 c a n  be 

used t o  tes t  f o r  a  p o s s i b l e  occur rence  o f  a t  l eas t  one 



Ikml > l o  
I f  t h e r e  i s  one ,  A(z) i s  expanded i n  p roduc t  

form, and f o r  t h e  r o o t s  zi which l i e  o u t s i d e  t h e  u n i t  

c i r c l e ,  l e t  zi = l / z i .  Then r e c o n s t r u c t  t h e  new polynomial  

A ( z )  . If r e f l e c t i o n  c o e f f i c i e n t s  km a r e  t o  b e  used i n  

t r a n s m i s s i o n  apply ( 4 . 2 . 4 )  once more t o  f i n d  a l l  k f o r  the m 

new A ( z )  . I t  must . be  ; .noted t h a t  t h i s  new A ( z) does n o t  

s a t i s f y  t h e  o r i g i n a l  min imiza t ion  c r i t e r i o n .  The above 

procedure  i s  c a l l e d  t h e  s t e p  down-step up method. The 

advantages  of  t h e  a u t o c o r r e l a t i o n  ove r  t h e  covar iance  

method a r e  t h e r e f o r e  (1) t h e  f i l t e r  i s  a s su red  t o  b e  s t a b l e ,  

( 2 )  a u s e f u l  g a i n  matching i s  e a s i l y  computed and (3 )  f o r  

t h e  same a n a l y s i s  frame l e n g t h ,  i t  r e q u i r e s  less c a l c u l a t i o n s .  

However, t h e  q u a l i t y  of t h e  s y n t h e s i z e d  speech i s  o f t e n  

lower t h a n  t h a t  of  t h e  p i t c h  synchronous covar iance  a n a l y s i s .  

i . e . ,  a  frame of  d u r a t i o n  l e s s  t han  a  p i t c h  peri-od [2 ,  

s e c t i o n  10.3.31. However t h e  g a i n  c a l c u l a t i o n  i n  t h e  

cova r i ance  a n a l y s i s  may r e q u i r e  a l a r g e r  frame of d a t a  [2,  

S e c t i o n  6.5.11. Not ice  t h a t  bo th  methods should g i v e  s i m i l a r  

r e s u l t s  as t h e  frame l e n g t h  i n c r e a s e s  because then  c  i j 

d i f f e r s  from r ( i - j )  only  i n  t h e  end t e r m s  i n  t h e  summation 

o v e r  (no , nl) . 

4.3 S y n t h e s i s  S t r u c t u r e s  12 ,  s e c t i o n s  5 .4 ,5 .5]  

Up t o  now, a n a l y s i s  has  been d i scussed .  However, many of 

t h e  i d e a s  involved i n  l i n e a r  p r e d i c t i o n  can b e  used i n  t h e  



i n v e r s e  problem o f  s y n t h e s i z i n g  speech.  F i r s t  assume t h a t  

an  a l l - p o l e  l i n e a r  p r e d i c t i o n  f i l t e r  l / A ( z )  and an a r b i t r a r y  

i n p u t  s i g n a l  E ( z )  t o  t h i s  f i l t e r  a r e  given.  Then t h e  o u t p u t  

i s  

o r  i n  t i m e  domain n o t a t i o n  

The i d e a  i n  s y n t h e s i s  i s  t o  compute d ( n )  consecu t ive ly  

f o r  a  c e r t a i n  range o f  n ,  g iven  t h e  i n p u t  e (n)  and t h e  f i l t e r  

c o e f f i c i e n t s  a i l  i = 2, 2 ,  . . . M, and updat ing t h e  a i l s  a t  

t h e  f i r s t  n  o u t s i d e  t h e  above range.  Not ice  t h a t ,  by t h e  

above computation 4 . 3 . 2 , t h e  memory d(n-1)  , ..., d(n-M) 

i s  updated f o r  every new i n p u t  e ( n ) .  I n  t h e  S I F T  a l g o r i t h m  

t h e r e  i s  such a f i l t e r  memory used i n  t h e  computation o f  

t h e  e r r o r  s i g n a l :  

e ( n )  = s ( n )  + C ais ( n - i )  
i=l 



F O ~  every a n a l y s i s  frame of  l e n g t h  N there '  a r e  N new samples 

s (1) . . . . s ( N )  b u t  f o r  n= l  it must be  decided which values 

should  b e  ass igned  t o  t h e  memory s ( 0 )  , s (-1) . . . , s (-M) . 
These a r e  chosen t o  b e  zero  a t  t h e  i n i t i a t i o n  of  eve ry  frame. 

The computation scheme (4.3.2) i s  c a l l e d  t h e  DIRECT 

FORM s y n t h e s i s  s t r u c t u r e .  Now t h e  parameters which are o f t e n  

t r a n s m i t t e d  t o  th'e r e c e i v e r  a r e  t h e  r e f l e c t i o n  c o e f f i c i e n t s  

ki 
. A s  can b e  understood from the previous d i s c u s s i o n ,  t h i s  

i s  because s t a b i l i t y  i s  guaranteed under q u a n t i z a t i o n  of t h e  

k i t s  i n  t h e  open i n t e r v a l  - 1 , )  . Therefore  a scheme which 

computes t h e  o u t p u t  speech samples d i r e c t l y  from t h e  k 's i 

should  b e  sought .  Such a  method i s  presented  below and is 

c a l l e d  the TWO-MULTIPLIER LATTICE s t r u c t u r e .  F i r s t  rewrite 

(2.1.8) .and ( 2 . 1 . 1 9 )  a s  

. . and 

zBm(z) = kmAm_,(z) + B,-,(z) 

Combining ( 2 . 2 . 6 )  and (2.2.7) g ives  

A,(z) = zB,(z) = 1 

Mult iply  (4.3.5-4.3.7) by E ( z )  /A(  z) and l e t  



(4.3.8) and (4 .3 .9)  a r e  t h e  z t rans form of t h e  forward and 

backward p r e d i c t o r  r e s p e c t i v e l y .  Equations (4.3.5-4.3.7) 

t h e n  become 

+ Em- 1 ( z )  = E m - ( z )  - kmEm-l + ( z )  (4.3.10) 

f o r  m=M, M - 1 ,  . . .l 
+ ZE- ( z )  = kmEm-l m ( z )  + Em-l - ( z )  (4.3.11) 

I n  2 - I  t r ans form n o t a t i o n  it i s  w r i t t e n  

f o r  m=M, M - 1 ,  ... 1 

- - 
e  m ( n + l )  = kmem-l + ( n )  + em-l ( n )  (4.3.14) 

+ - e, ( n )  = e, ( n + l )  (4.3.15) 

The km- a r e  on ly  updated a f t e r  a  c e r t a i n  va lue  of  n. The 

+ 
i n p u t  t o  t h e  s y n t h e s i s  s t r u c t u r e  i s  eM (n) and t h e  memory i s  



- .  - + , . .  . e ( n )  e6  ( n )  The o u t p u t  eo  (n)  can  b e  c a l c u l a t e d  
M- 1 

r e c u r s i v e l y  i n  t h e  o r d e r  of  dec reas ing  m by t h e  s o l e  use  

o f  e q u a t i o n .  (4 .3 .13 ) .  Equat ion (4.3.14) and (4.3.15) 
- ..... compute t h e  new memory eM - ( n + l )  e i  (n+1) t o  b e  used wi th  

+ 
t h e  n e x t  i n p u t  e M ( n + l ) .  The two-mul t ip l ie r  l a t t i c e  s t r u c t u r e  

w a s  implemented i n  [2 ,  Chapte r  51 as a  F o r t r a n  s u b r o u t i n e  

program and w i l l  b e  used i n  Chapter  V I  f o r  t h e  r e c o n s t r u c t i o n  

o f  speech which w a s  ana lyzed  by t h e  a u t o c o r r e l a t i o n  l i n e a r  

p r e d i c t i o n  method. Other  p r a c t i c a l  s t r u c t u r e s  e x i s t  which 

are s imple  m o d i f i c a t i o n s  o f  t h e  above two-mul t ip l i e r  l a t t i c e .  

[2 ,  Chapter  51 

4 . 4  The Driving Func t ion  t o  t h e  Syn thes i ze r  12, s e c t i o n  10.2.41 

For t h e  purpose o f  speech t r ansmis s ion  i t  would be  p o s s i b l e  

t o  u s e  t h e  e r r o r  s i g n a l  i t s e l f  a s  i n p u t  t o  t h e  s y n t h e s i z e r .  

F i g u r e  4 . 4 . 1 .  

T I  
S ( z )  - 

I 
I 

L---+s(Z) , -J',I,-, .,A(.) , I I 
I u 

However t h e  q u a n t i z a t i o n  o f  t h e  e r r o r  s i g n a l  f o r  i t s  subsequent  

t r a n s m i s s i o n  would r e s u l t  i n  an exces s ive  b i t  r a t e .  To 

o b t a i n  a  r e l a t i v e l y  low b i t  r a t e ,  p i t c h  e x t r a c t i o n  from 

t h e  i n p u t  .6 ( n )  i s  sugges t ed .  The p i t c h  e s t i m a t e  a s  

o b t a i n e d ,  s ay ,  by t h e  SIFT a lgo r i t hm is  t r a n s m i t t e d  a long  with  

t h e  r e f l e c t i o n  c o e f f i c i e n t s  and t h e  g a i n  i n fo rma t ion  through 

t h e  channel .  A t  t h e  r e c e i v e r  a sequence  e  ( n )  i s  cons t ruc t ed  



from t h e  p i t c h  and g a i n  in format ion .  B a s i c a l l y  i f  t h e  frame 

i s  unvoiced a randomly gene ra t ed  sequence e ( n )  i s  chosen as 

i n p u t  t o  t h e  s y n t h e s i z e r  and i f  it i s  vo iced  it w i l l  c o n s i s t  

of  f i x e d  ampli tude samples e q u a l l y  spaced by t h e  p i t c h  v a l u e  

P(ms) f  (KHz) where P(ms) is  ob ta ined  from t h e  p i t c h  e x t r a c t o r  s 

and f s  is t h e  sampling f requency o f  t h e  o u t p u t  speech.  The 

g a i n  o f  t h e  o u t p u t  speech i s  t o  be  c a l c u l a t e d  s u b j e c t  t o  

some matching c r i t e r i o n .  One sugges t ion  i s  t o  match t h e  

energy o f  t h e  i n p u t  speech t o  t h e  a n a l y s i s  f i l t e r ,  t o  t h a t  

of  t h e  o u t p u t  speech a t  . the  r e c e i v e r  w i t h i n  each consecut ive  

i n t e r v a l  o f  l e n g t h  e q u a l  t o  a  p i t c h  p e r i o d  [ 2 ,  Chapter  101 . 
T r a n s i e n t  c o n t r i b u t i o n s  t o  t h e  g a i n  from one ' p r ev ious  p i t c h  

p e r i o d  a r e  t a k e n  i n t o  account .  The d i sadvan tage  of  t h e  

approach i s  t h a t  t h e r e  i s  no guaranTee t h a t  t h e  g a i n  w i l l  n o t  

vary d i s c o n t i n u o u s l y  from one p i t c h  p e r i o d  t o  t h e  nex t .  

Also n o t i c e  t h a t  i n  a d d i t i o n  t o  t h e  f i l t e r  c o e f f i c i e n t s  

and p i t c h  p e r i o d  in fo rma t ion ,  t h e  t r a n s m i t t e r  has  t o  send 

t h e  g a i n  i n fo rma t ion  f o r  a l l  p i t c h  p e r i o d s  encompassed by 

t h e  l e n g t h  o f  t h e  frame. I f  t h e  frame i s  unvoiced then  t h e  

s i t u a t i o n  i s  s i m p l e r  i n  t h a t  t h e  p i t c h  p e r i o d  can b e  ass igned  

t h e  v a l u e  of  t h e  s y n t h e s i s  frame l e n g t h  s i n c e  t h e r e  i s  

no memory - involved .  I n  t h e  s y n t h e s i z e r  program of  [2, 

Chapter  101 t h e  s y n t h e s i s  frame l e n g t h  i s  fs / f ,  ( t h e  same 

number a s  used f o r  t h e  e l a p s e d  t ime b e f o r e  an  a n a l y s i s  

frame i s  upda ted ) .  I t  employs a  d i f f e r e n t  g a i n  matching 



method based  on t h e  e r r o r  s i g n a l  energy p e r  a n a l y s i s  frame, 

namely a .  I f  t h e  frame i s  unvoiced,  t h e  e x c i t a t i o n  is  

provided  by randomly gene ra t ed  samples g ( n )  . The mean 

Eg(n)  i s  set  t o  z e r o  and a uniform p r o b a b i l i t y  d i s t r i b u t i o n  

ove r  a r ange  ( -b ,b)  i s  u t i l i z e d  f o r  g ( n )  : 

2 2 X 
3 b 2  Eg ( n )  = o, = l b x 2 .  1/2b dx = 1/2b = - 2 

The g a i n  o f  t h e  e x c i t a t i o n  e ' (n )  i s  then  matched by 

where N i s  t h e  frame l e n g t h  i n  t h e  a n a l y s i s .  . I f  t h e  frame i s  vo iced ,  

an e x c i t a t i o n  c o n s i s t i n g  on ly  of  f i x e d  -ampli tude samples e q u a l l y  

spaced ' b y - ' a ~ p i t c h  p e r i o d ,  w i l l  n o t  have a ze ro  mean. To f o r c e  i t  

t o  have a ze ro  mean, a f i x e d  ampli tude of  o p p o s i t e  s i g n  is  

a s s igned  t o  t h e  remaining samples.  More q u a n t i t a t i v e l y ,  

l e t  C1 and C 2  be t h e s e  two r e s p e c t i v e  ampl i tudes .  With 

an a n a l y s i s  frame l e n g t h  N and a p i t c h  p e r i o d  I t h e r e  a r e  

t hen  N / I  samples o f a m p l i t u d e  C1 and N-N/I  samples of 

ampli tude C 2 .  Then w i t h  t h e  same g a i n  matching c r i t e r i o n  a s  

used f o r  unvoiced speech ,  p l u s  t h e  zero  mean requirement ,  



t h e r e  a r e  two c o n s t r a i n t  equa t ions  i n  C and C 2 :  1 

So lv ing  t h e s e  two equa t ions  y i e l d s  

and c2 = -m/m 

4.5 A P i t c h  Synchronous S y n t h e s i z e r  

A s y n t h e s i z e r  has  been implemented as a  FORTRAN program 

i n  [2 ,  Chapter  101 . I t  performs pitch-synchronous l i n e a r  

i n t e r p o l a t i o n  o f  t h e  g a i n ,  p i t c h  and r e f l e c t i o n  c o e f f i c i e n t s  

from t h e  p r e s e n t  and prev ious  frames.  The i d e a  behind t h i s  

i s  t h a t  speech o f  b e t t e r  q u a l i t y  can b e  ob ta ined  by smoothen- 

i n g  o u t  d i s c o n t i n u i t i e s  i n  going from one frame t o  t h e  n e x t .  

Because r e f l e c t i o n  c o e f f i c i e n t s  a r e  i n p u t t e d ,  t h e  two- 

. . m u l t i p l i e r  l a t t i c e  synth1esi.s s t r u c t u r e  implemented a s  a  

s u b r o u t i n e  program i s  u t i l i z e d .  A c o n s t a n t  postemphasis  

v a l u e  of . 9 ,  an  a n a l y s i s  frame l e n g t h  N o f  128 and a 

s y n t h e s i s  frame l e n g t h  of  64, a r e  used.  For unvoiced e x c i t a -  

t i o n s ,  g a i n  matching c r i t e r i o n  ( 4 . 4 . 1 )  i s  employed whi le  f o r  



voiced  e x c i t a t i o n ,  t h e  c o n s t a n t s  C1 and C 2  a r e  ob ta ined  by 

s o l v i n g  t h e  e q u a t i o n s  

2 
C, N / I  = a 

and (4 .4 .3)  s imu l t aneous ly .  (This  i s  on ly  s l i g h t l y  less 

a c c u r a t e  t h a n  s o l v i n g  4 . 4 . 2  and '4.4.3 s i n c e  C > > C ) . - To 1 2  

o b t a i n  t h e  r e s u l t s  of  Chapter  V I ,  t h e  above program was 

used,  w i t h  on ly  s l i g h t  mod i f i ca t ions .  The va lue  of  f s / f r  

i n  bo th  t h e  a n a l y s i s  and s y n t h e s i s ,  i s  2 0 0 .  Also ,  i f  an  

a n a l y s i s  frame was pre-emphasized by a  f a c t o r  p ,  t hen  t h e  

cor responding  frame i n  t h e  s y n t h e s i s  w i l l  b e  post-emphasized 

by t h e  s a m e  f a c t o r :  

x ( n )  = y ( n )  - ( n - 1 )  y  ( n )  i s  pre-emphasized 

y ( n )  = x ( n )  + yy(n-1) x ( n )  i s  post-emphasized 

I f  a frame i s  vo iced ,  t hen  t h e  c o n s t a n t s  C1 and C 2  a r e  

o b t a i n e d  by s o l v i n g  4.4.2 and 4.4.3.  There i s  no Hamming 

window w ( n )  i n  t h e  above s y n t h e s i z e r  program. However, it 

w a s  i n t r o d u c e d  i n  t h e  a n a l y s i s ,  f o r  b e t t e r  s p e c t r a l  r ep re sen ta -  

t i o n  of  speech ,  and t h i s  reduces  t h e  g a i n  of  t h e  i n p u t  speech 

N - 1  * 
by a  f a c t o r  C w ( n )  1.58 f o r  t h e  range o f  N under cons idera -  

n = l  

t i o n .  Taking t h i s  i n t o  account ,  t h e  g a i n  of  t h e  o u t p u t  speech 

w a s  i n c r e a s e d  by a  f a c t o r  o f  1.58.  



4.6 Some C h a r a c t e r i s t i c s  of Autocorre la t ion  Vocoders 

F ig  4.6.1 i s  a  block diagram of a  b a s i c  p i t c h  e x c i t e d  

vocoder. E i t h e r  covariance o r  au tocor re la t ion  a n a l y s i s  

could be  performed. The parameters a r e  then q u a n t i z e d  

be fo re  be ing  t r ansmi t t ed  through t h e  channel. M o r e  d e t a i l s  

on t h e  t ransformations and q u a n t i z a t i o n  of parameters w i l l  

be given i n  Chapter V. 

Markel and Gray have used a u t o c o r r e l a t i o n  a n a l y s i s  and 

t h e  SIFT algori thm a s  t h e  p i t c h  e x t r a c t o r  [ l o ] .  A summary 

of t h e  r e s u l t s  i n  [ l o ]  i s  now presented.  The sampling 

frequency, preemphasis and windowing cons ide ra t ions  a l ready 

mentioned were taken i n t o  account.  From t h e  a n a l y s i s ,  t h e  

r e f l e c t i o n  c o e f f i c i e n t s  a r e  obta ined  and a r e  l i n e a r  quant ized  

whi le  t h e  p i t c h  and ga in  a r e  loga r i thmica l ly  quan t i zed  [see  

Chapter V ] .  A f t e r  quant iz ing ,  t h e  speech was syn thes ized  

a s  descr ibed  under Sec t ion  4 . 5 .  Even though i n t e r p o l a t i o n  

is  important  f o r  speech q u a l i t y  i t  can cause b l u r r i n g  of 

f a s t  t r a n s i t i o n s  from one c l a s s  o f  sound t o  another .  Fixed 

frame a n a l y s i s  can cause e r r o r s  i n  t h e  t iming and g a i n  of 

some p l o s i v e  sounds. F r i c a t i v e  sounds a r e  more d i f f i c u l t  

t o  r e p r e s e n t  i n  view of t h e i r  voiced-unvoiced c h a r a c t e r .  

A s  w i l l  be  seen i n  Chapter V s p e c t r a l  d i s t o r t i o n  o f  speech 

i s  important  i n  i t s  percept ion .  Consequently, it i s  more 

impor tant  t o  have an accura te  s p e c t r a l  r e p r e s e n t a t i o n  of t h e  

o r i g i n a l  speech u t t e rance  r a t h e r  than t o  have an accura te  
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temporal  s t r u c t u r e .  P a r t  o f  t h i s  d i s t o r t i o n  i n  t h e  temporal  

domain i s  due t o  u s i n g  t o o  s i m p l i f i e d  a g a i n  matching 

c r i t e r i o n  [Equat ions  4 . 4 . 1 ,  4 . 4 . 2 1  i n  t h e  s y n t h e s i z e r  program. 

Th i s  can  b e  remedied by r e p l a c i n g  i t  w i t h  a more a c c u r a t e  

c r i t e r i o n  12, Chapter  101. A s  t h e  e r r o r  s i g n a l  c o n t a i n s  most 

o f  t h e  i n fo rma t ion  i n  speech it i s  impor t an t  t h a t  t h e  a r t i f i c i a l  

e x c i t a t i o n  i n p u t  e ( n )  t o  t h e  s y n t h e s i z e r  matches it a s  

c l o s e l y  as p o s s i b l e  i f  t h e  o u t p u t  speech i s  t o  be a lmos t  

i n d i s t i n g u i s h a b l e  from t h e  o r i g i n a l  u t t e r a n c e .  I n  c a s e s  

where t h e  match between t h e  e r r o r  s i g n a l  peaks and those  of  

e ( n )  i s  good (vo iced  speech)  i t  i s  observed t h a t  pe rce ivab le  

d i f f e r e n c e s  are much s m a l l e r  [ l o ] .  I t  i s  concluded t h a t  f o r  

b i t  r a t e s  a s  low as 3300 b i t s / s e c ,  t h e  q u a l i t y  of syn thes i zed  

speech i s  good i n  g e n e r a l .  Between 1400 and 3300 b i t s / s e c  

t h e  deg rada t ion  i n  t h e  q u a l i t y  depends on t h e  p a r t i c u l a r  

speaker  and a l s o  on t h e  speech c o n t e n t .  Unless v a r i a b l e ,  

b i t  r a t e - a n a l y s i s  i s  used,  syn thes i zed  speech i s  u n i n t e l l i ' g i b l e  

a t  b i t  r a t e s  under 1400 b i t s / s e c .  I t  i s  p o s s i b l e  t o  use  

v a r i a b l e  b i t  r a t e  t r a n s m i s s i o n  because of t h e  l a r g e  number 

o f  s i l e n c e  and unvoiced i n t e r v a l s  r e q u i r i n g  l e s s  s p e c t r a l  

i n fo rma t ion ,  even i n  cont inuous  speech (See equa l  a r e a  coding 

Chapter  V) . A p a r t i c u l a r  v a r i a b l e  b i t  r a t e  scheme [ 2 ,  s e c t i o n  

10.3.21 was used i n v o l v i n g  a  maximum l i k e l i h o o d  d i s t a n c e  

measure which w i l l  a l s o  b e  d i scussed  i n  Chapter  V. The f i l t e r  

o r d e r  M i s  a l s o  v a r i a b l e  and Huffman coding is performed on 



t h e  quant ized  parameters i n  o r d e r  f o r  t h e  average b i t  rate 

t o  approach t h e i r  entropy [13] . An average b i t  r a t e  of 

1500 b i t s / s e c  was then achieved al though the a n a l y s i s  frame 

r a t e  was a s  high a s  100 Hz. The q u a l i t y  of t h e  o u t p u t  speech 

was even b e t t e r  by using time synchronous i n s t e a d  of p i t c h  

synchronous, i n t e r p o l a t i o n  of  t h e  parameters,  



V: QUANTIZATION* 

In section 5.1 the basic properties of the log spectral 

deviation measure, are reviewed, in view of their application 

to speech parameter quantization. The emphasis is on their 

behavior in fine quantization. After a sensitivity 

function and deviation bound are defined for single parameter 

quantization, two fidelity criteria, the maximum and expected 

spectral deviation bound, are introduced [12,141. Non- 

asymptotic and asymptotic results involving these criteria 

are then derived. Section 5.2 then briefly enumerates the 

properties of different sets of parameters that have found 

use in quantization. One of these, the set of reflection 

coefficients, is then the subject of section 5.3. Several 

quantization schemes are discussed. First, there is uniform 

and equal area quantization. Then inverse sine and log area ratio 

quantization [14] are shown to be optimal in the sense of 

minimizing the maximum spectral deviation bound criterion. 

After an alternative scheme, the two-parameter quantization 

method [14], is presented, overall deviation bounds in 

terms of the above single parameter deviation bounds are 

derived in order to determine the optimum bit allocation 

among the parameters. Two parameter quantization is then 

shown to be superior to log area or inverse sine quantization, 

in terms of bit rate, for the same quality of speech. The 

*In the following, except where specifically mentioned, auto- 
correlation linear prediction is assumed. 



bit rate results of [12], where the fidelity criterion is 

the expected spectral deviation bound, are then summarized. 

As entropy coding does not reduce the bit rate substantially, 

decorrelation of the reflection coefficients is suggested. 

Section 5.4 first describes the eigenvector analysis method 

of [18] for decorrelating the reflection coefficients within 

a frame. The DPCM technique is briefly mentioned. The 

theoretical development which led to the experimental results 

of Chapter VI is then introduced. Using the quantization 

scheme which minimizes the expected spectral deviation bound 

in the asymptotic limit, on the decorrelated parameters 

resulting from the eigenvector analysis of [181, it is hoped 

that a lower total bit rate can be achieved. The eigenvector 

analysis will be carried out by the Jacobi method for 

dfagonalizing a matrix. The sensitivity function of the 

decorrelated parameters is then derived. Next,assumptions 

involving the probability density function and also the 

averaqe sensitivity function of these parameters are made. 

One difficulty concerning the average sensitivity is then 

resolved, and an alternative, more accurate method of 

obtaining the density and average sensitivity function is 

proposed, based on time averages. These results are then 

.substituted in the already derived formulae for the quantizer 

curve function and the number of levels. These time averages 

are also computed for the reflection coefficients themselves 



...... . . . . . . . . . 
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as these will also be quantized for a comparison of their 

performance with that of the decorrelated parameters. 

5.1 Introduction to Distortion Measures and Fidelity Criteria 

It is desired to greatly reduce the bit rate in 

transmission of speech, subject to the requirement that no 

difference between the original and synthetic speech shall be 

perceived. Unfortunately, the perception mechanism is 

extremely complicated and far from being understood. It 

will therefore be necessary to work with empirical distortion 

measures which describe some aspects of the hearing mechanisms. 

Many of these distortion or distance measure's find use in 

both quantization and variable frame rate transmission. A 

few of the most commonly used ones will now be discussed. 

Consider a set {ai} of filter coefficients or any 

transformation of them. These will be discussed later. One 

distortion measure is based on the difference ai-ail. For 

example in variable frame rate transmission the fidelity 

M 
criterion could be 1 (ai-a where a belongs to one frame 

i=l i i 

and ail belongs to the adjacent one [2, section 10.2.31. 

If this quantity is smaller than some prescribed number, then 

no information is sent to the receiver and the synthesizer 

reconstructs the speech using the previous frame's parameters. 

It has been shown experimentally that poor results are 



obtained unless the parameters used are the cepstral 

coefficients [Ill. As will be shown, this is because of 

their relationship to a spectral deviation which has been 

successful in bit rate reduction. In single parameter 

quantization (letting x stand for the parameter a,) the follow- 
J. 

ing fidelity criterion has been used [12]: 

where N, x 2 p X  stand for the number of levels, the n' n' 

boundary values, the levels and the probability density 

function of x respectively and p is an arbitrary integer, 

Subject to this constraint, it can be shown 

uniform quantization of x will minimize the 
\ 

H = -  L Pn log Pn where Pn = 
n= 0 

that as N ' +  0 3 ,  

entropy defined 

NOW, H 2 log N, with equality iff P,, = 1/N, 1131 and in cases 

where it is considerably less than log N, it becomes 

advantageous to reduce the bit rate to as close to H as 

,possible by an appropriate scheme such as Huffman coding [13]. 

Uniform quantization has been applied to reflection coefficients 



and this will be described in more detail later. 

Though the approach to be followed should be to minimize 

the entropy subject to a fidelity criterion [13], it is 

possible that a scheme which maximizes output entropy is 

successful in reproducing speech. In such a case, 

X 

'n = $ pXdx = 1/N and hence the scheme is also called 
X n 

equal area quantization. This has been applied on reflection 

coefficients and will be described later. The distance 

measure lx-f I P  is however not appropriate for speech n 

reflection coefficients because it does not take into account 

gross spectral errors a s  

'Ikil < 1 is required for 

which takes into account 

Spectral deviations 

1x1 = k + 1. (The condition 

stability). Hence a distance measure 

the filter A (z) should be sought 1121 . 

Letting unprimed and primed variables correspond to 

different values of the same set of parameters in 

a particular distance measure D is defined by the following 

relation: 



I t  i s  s t a t e d  i n  [ l l ]  t h a t  a  d e v i a t i o n  D i n  t h e  speech spectrum 

o f  a t  l e a s t  3 t o  4dB i s  r e q u i r e d  i n  o r d e r  t o  be  a b l e  t o  

p e r c e i v e  any d i f f e r e n c e  between t h e  o r i g i n a l  and s y n t h e t i c  

speech.  Now, a s  p -+ a, p d p  -+ I A V ( ~ )  I m a x  [ I l l .  Th is  q u a n t i t y  

i s  p l o t t e d  i n  [ l l ]  v e r s u s  2w f o r  every  2 s u c c e s s i v e  frames 

i n  an u t t e r a n c e  w i t h  t h e  fo l lowing  a n a l y s i s  c o n d i t i o n s  

f s  = 6 . 5  KHz, M = 1 0 ,  N = 1 2 0 ,  l / f r  = 20  m s .  The c r o s s  

c o r r e l a t i o n  c o e f f i c i e n t  was t hen  measured t o  be .84. I t  w a s  

concluded. t h a t  t h e  c h o i c e  of p  i s  no t  s i g n i f i c a n t .  Hence p  = 2 

was s e l e c t e d  because known p r o p e r t i e s  of  a n a l y t i c  f u n c t i o n s  

can  be used t o  e v a l u a t e  D~ i n  t e r m s  of an i n f i n i t e  summation 

i n s t e a d  of having t o  u s e  an  approximation fo-r  t h e  i n t e g r a l  

i n  ( 5 . 1 2 )  (Th i s  would invo lve  t h e  u se  of two FFT's f o r  t h e  

e v a l u a t i o n  of A ( e j O )  and A '  ( e j e )  . Since  

where aK i s  a c e p s t r a l  c o e f f i c i e n t .  

- 
I t  i s  then  shown i n  [Ill t h a t ,  



2 2 
log o2/1~(ej0)l = log o - log A(ejO) - log A(e -j0, 

03 

-jKO A = Z SKe where 2 = a 
K=-co K -K 

and 2 = log a 2 
0 

Consequently, 

D2 = 1' ( 2  e K e  - lsK1e -jKO 2 
K 

) de/2~ -' 

Since a computer only sums a finite number of terms, only 

the most important contributions are summed over. As already 

mentioned in a previous chapter the Zi I s  decay as cn/n. Since n 
2 D is an infinite sum of squares, such a finite approximation 

2 is a lower bound to D . This representation of is used 

in variable frame rate transmission. In quantizing speech, 

however, the main interest is in the behavior of D in the limit 

of small perturbations in the values of'the parameters. 

2 2 
Going back to (5.1.2), assume o = o ( A )  - and A = A(ej0; - A )  

where - h is a vector of parameters (Al, h2 ... h L )  [14]. 



Next, r e w r i t e  V (8)  a s  

In t h e  c a l c u l a t i o n  of t h e  ga in  using t h e  c o r r e l a t i o n  matching 

of s e c t i o n  2.1, it was shown t h a t  

From t h e s e  a n a l y t i c i t y  p r o p e r t i e s  and aga in  i n  the case  p  = 2 ,  

r e w r i t e  (5.1.2) a s  

A conventional method which quan t i zes  t h e  ga in  independent ly 

w i l l  be d iscussed  i n  Chapter V I ,  and s i n c e  i ts  c o n t r i b u t i o n  t o  

D2 i s  a d d i t i v e ,  a ( A )  - i s  normalized t o  1. Then, w r i t i n g  

A (ej8;  - A + A X )  - a s  A (ejO; - A )  + AA (e jO)  , using  t h e  approximation 

In  ( l+x)  % x f o r  small  x s i n c e  A X  i s  i n f i n i t e s i m a l  



This expression is also involved in another distance measure 

discussed in [ll]. (5.1.2) with p = 1, and the following 

distance measure (where a is the minimum energy of the 

error signal) 

have been-used in the quantization studies of [15]. It will 

be discussed later in connection with reflection coefficient 

quantization. Denote D explicitly as D ( .  , . ) where the two 
arguments will refer respectively to different values of the 

same set of parameters. Then it can be shown that (5.1.2) 

satisfies the following properties: 

Properties 5 8 - (5.1.9) are almost self -evident from 
the form of (5.1.2). (5.1.10) is the continuous analog of the 



triangle inequality, whose proof can be found in (201, 

Independent parameter quantization [12] 

As it is much easier to obtain quantizer curves in the 

asymptotic limit of a large number of levels,(5.1,6)can be 

the starting point of the analysis instead of ( 5 1 . 2  In terms 

of a single parameter variation, the following sensitivity 

function is then defined 

lim D(X,X+AX) 
S~(X) = AX-0 --pq--- 

in which X stands for a'single parameter. Also define 

The following proof is from [12]. Let D stand for any measure 

like (5.1.2) which obeys properties (5.1.8) - (5.1.10). 

Proof: D(x,h+AX) 5 D(x,h) + D(X,X+Ah) . (5.1.13) 

D(x,A) 5 D(x,A+AX) + D(X+AA,A) (5.1.14) 



Taken together, 5 1.13) and 5 1.14) imply 

Using 5 . 8 )  , (5.1.12) is then obtained. 

Hence D(x,y) is an upper bound to ~(x,y). Also for x % 

y. D (x,y) ?. 6 (x,y) . Recall that the fidelity criterion Mp 

used an inappropriate distance measure. Replacing it with 

D(xty) the new fidelity criteria is then 

where xn and Sin are the quantization boundaries and levels 

respectively, and (a,b) lies in the allowed range for X. The 

values to be chosen for x 2 a, and b will be discussed n' n' 

later. - As stated in [12] it is not clear as to whether 

or not the value ofE(D) is close to that of its upper 

bound ~ ( 5 ) .  Now as mentioned in [12], the minimization of 



~ ( 6 )  w i t h  r e s p e c t  t o  a l l  xn, Pn, keeping N f i x e d  r e s u l t s  

i n  equa t ions  which r e q u i r e  an i t e r a t i v e  numer ica l  t echnique  

f o r  t h e i r  s o l u t i o n .  To avoid t h i s  procedure ,  t h e  asympto t ic  

c a s e  of  l a r g e  N i s  t r e a t e d  i n  1121 i n  o r d e r  t o  get  a c l o s e d  

form s o l u t i o n  for t h e  q u a n t i z e r  curve .  L e t  z = U(x)  such 

t h a t  z  i s  uni formly  quan t i zed  i n  t h e  range  U(a) = 0 t o  U ( b )  = 1. 

Hence z = n/N and Zn = (n+1/2)/N where zn and in are the n 

boundar ies  and l e v e l s  r e s p e c t i v e l y .  S ince  t h e  p r o b a b i l i t y  

and s e n s i t i v i t y  measures should n o t  depend on t h e  c o o r d i n a t e s  

used,  it i s  r e q u i r e d  t h a t  

L e t  u  (x )  = dz/dx. I n  t h e  

(5.1.17) , E (b) becomes 

new c o o r d i n a t e s ,  u s i n g  (5.1.16) and  

I t  i s  then  shown i n  Appendix B of  [121 t h a t ,  i n  t h e  asympto t ic  

l i m i t  of l a r g e  N ,  ( a f t e r  t rans forming  back t o  t h e  old 

coord ina t e s )  



and 

Using the Schwartz Inequality 

~ j x ( t ) ~ ( t ) d t j ~  ' Jlx(t) 12dtJ/Y(s) 12ds 
with equality iff X = d Y ,  where d is a constant, and 

2 substituting u (x) in 1 ~ 1  2, and sX(x)pX(x) /u (x) in I X I  gives 

Hence, for fixed N, ~ ( 6 )  is smallest iff 

b 
Using the normalization I u (x) dx = U (b) = 1, 

a - 



then achieves the global minimum of E ( D )  [12]. Introducing 

minimizes the above criterion even for finite N, A proof of 

.this is given in [15] and can also be found in Appendix A. 

This criterion will be discussed later in connection with 

reflection coefficients. This u (x) can also be shown to 

minimize the entropy H for fixed E(D) in the asymptotic 

limit of large N. A proof of this is given in 1121 and is 

also included in Appendix A. 

The asymptotic results (5.1.19) and (5.1.20) together 

can be used to find H and N given a fixed value for E(D) and 

a general quantizer curve U (x) . 

5.2 Characteristics of Various Parameters under Uniform 

Quantization [I51 

The filter coefficients ai or some transformation of them 

are then quantized before being transmitted through a channel. 

Using distance measure (5.1.2) with p = I, results have been 

obtained and compared for commonly used transformations [15]. 



Some of these results will now be summarized: 

(1) If the filter coefficients are themselves quantized, then 

the reconstructed filter at the receiver might very well'be 

unstable. (The roots of a filter with quantized coefficients 

do not necessarily have to be within the unit circle), If 

such a method is employed, then very fine quantization would 

have to be used and thus the bit rate would be too high for 

transmission purposes. 

(2) Similarly, the quantization of the auto-correlation 

coefficients of ai/fi might result in an unstable filter. 

(3) The DFT of the sequence in ( 2 )  once quantized gives 

superior results which are comparable to method (6) below. 

(4) The cepstral coefficients, obtained from the a Is, are i 

then quantized and the inverse transformation is applied 

to give the modified ails. Instabilities are still possible 

although results are also (like (3) above) superior to (1) 

and (2). 

(5) If the roots of A ( z )  are quantized to values within 

the unit circle, the instability problem is salved. Band- 

widths are not as important as frequencies and so the 



quantization of the absolute magnitude of the roots does not 

have to be as fi-ne as for the frequencies. Unfortunately, 

the set of roots {zi} is not an ordered set like the other 

transformations which have been mentioned. In fact it is 

difficult to associate a root with a particular peak in a 

spectrum. In addition the computation of the roots of a high 

degree polynomial like A(z) is not easy. 

(6) An alternative set of parameters [2, section 10.2.11 

would be the autocorrelation sequence, r(n), of the input 

speech to the LPC analysis itself. Autocorrelation linear 

prediction would be performed at the receiver instead of at 

the transmitter. Stability of the all-pole filter A ( z )  is 

ensured if quantization is 9erformed in such a way that the 

transformed autocorrelation coefficient matrix remains positive 

definite. 

(7) The best set for transmission purposes is the set of 

reflection coefficients. In addition, this set is ordered 

and from Chapter IV, it was mentioned that the condition 

lkil < 1, for all it always results in a stable filter A(z). 

Hence, the ki's can be quantized to the range - 1  without 

any stability problem. Of course any function which maps 

(-Ill) to another interval in a one-to-one correspondence is 

equally acceptable. Examples of these, mentioned in [2, section 

10.2.11 are the area ratios A~/A,-~ = 1-km/l+km, the log 



area ratios, and the areas Am themselves. T o  conclude,' 

the roots and any such function of the k 's will produce i 

stable filters at the output, after quantization at the input. 

Also for exactly the same reason as quantization, linear 

interpolation of parameters whose values lie within the 

region of stability will also be in the same region provided 

the region is convex. The unit circle and the straight line are 

convex regions, so that there is no stability problem with regard 

to the above sets of parameters. Linear interpolation was 

used in the synthesizer in Chapter IV. 

It must be further noted that all transformations 

considered have a unique inverse. A computer program could 

then be developed that would produce any set of parameters 

given any other set as input. Also if covariance analysis 

had been applied, the step down-step'up method of Chapter IV 

could be used in order to be assured of starting with a 

stable filter A ( z )  from which any set of parameters could be 

transmitted after quantization. 

5.3 Reflection Coefficient Quantization 

Uniform and nonuniform quantization of the k 's subject i 

to various fidelity.criteria will now be discussed. 

Uniform quantization 

As will be seen later, this scheme 2 s  suboptimal 



because of the non-uniform spectral sensitivity s (ki) when 
k i 

the distance measure is (5-1.2). This is especially so 

when ki % 1 and is even more pronounced for kl and k2. Hence 

k and k are most important parameters in accurate represent- 
1 2 

ation of speech. Unfortunately, as was observed by many 

researchers, the probability distribution of kl and kj are 

highly skewed (especially kl) towards -1 and +1 respectively. 

The probability distribution of the other less important kits 

look more or less like truncated Gaussian densities with 

mean zero and range k .7 [2, section 10.2.21. The skewness 

property of kl and k2 was derived in I101 using an approximation 

to the autocorrelation r(n) valid for high sampling frequencies. 

The kits for all i > 2 were then uniformly quantized to the 

interval 7 - 7 )  [lo]. 

The same was done for i = 1,2 except that kl and k2 are 

linearly shifted by -3 and -.3 respectively, because of their 

skewness. For i > 2, fewer bits are necessary because the 

singularity of ski(ki) becomes less pronounced as mentioned 

above. More quantitatively, it is stated in 1101 that dynamic 

programming has been used to allocate bits in the optimum 

fashion for this uniform quantization. As expected the 

optimum allocation is non-uniform. Another study, [163, 

drawing on the fact that for all ki where i is even, the 

probability distribution is less symmetrically distributed 

than that for odd it avoided uniform quantization throughout 



the range ( (kiImin, (ki)max) . (The limits (kilmin and (kiImax 

are here defined as the values at which the probability 

function is truncated and depend on i). In conclusion, when 

using distance measure (5.1.2), uniform quantization comes 

close to being optimal except for kl and k2. Moreover in 

the limit of fine quantization, it minimizes entropy subject 

to the fidelity criterion M [12 I . 
P 

Equal area quantization 

This scheme has been applied in [17]. As was shown 

previously, it maximizes output entropy. The results of the 

study in [17] will now be summarized. Histograms of the 

relative frequency distribution of the reflection coefficients 

were collected for silence, voiced and unvoiced intervals, 

separately. For this scheme, u (x) = dz/dx = pX (x) . ' Since z 
is uniformly quantized in (0, 1) the corresponding levels 

and boundaries for x (where x is a reflection coefficient) 

can be found. The bit allocation was determined empirically 

from listening tests. It was found that for unvoiced 

speech, the total number of bits used is only slightly aver 

half the number of bits used for voiced speech, andthey 

are distributed among the first 5 reflection coefficients 

only. As the probability distributions obtained depend much 

more upon the recording conditions (background noise) than 

on the speaker or speech content, the quantization tables for 



s i l e n c e ,  unvoiced and voiced speech were kept  f i x e d  under 

f ixed  recordinq  condi t ions .  Because k is impor tant  a s  f a r  
1 

a s  minimizing s p e c t r a l  dev ia t ion ,  adapt ive  pre-emphasis of 

i n p u t  speech i s  suggested,  t o  match t h e  d i s t r i b u t i o n  of k 
1 

t o  t h e  one r e s u l t i n g  i n  t h e  f i x e d  quan t i za t ion  t a b l e  f o r  k 
1- 

However, t h e r e  i s  no guarantee t h a t  t h e  o the r  ki w i l l  be 

simultaneously matched. The speech, must then be post- 

emphasized by t h e  same f a c t o r  a t  t h e  r ece ive r .  By p rocess ing  

speech wi th  t h e s e  f i x e d  quan t i za t ion  t a b l e s ,  it w a s  found 

t h a t  25% of t h e  a n a l y s i s  frames w e r e  s i l e n c e ,  30% unvoiced 

speech and 4 5 %  voiced speech. The r e l a t i v e l y  h i g h  percentage  

of s i l e n c e  i n t e r v a l s  i s  due t o  s t o p  gaps and s h o r t  pauses 

unavoidable even i n  continuous speech. Only 2 b i t s  a r e  needed 

i n  o rde r  t o  d i s t i n g u i s h  between t h e  3 above c l a s s e s  of 

i n t e r v a l s .  Two b i t s  r ep resen t  4 l e v e l s .  One of t h e  l e v e l s  

could then be used t o  inform t h e  r e c e i v e r  t h a t  t h e  p resen t  

frame belongs t o  t h e  same c l a s s  a s  t h e  previous one i f  

v a r i a b l e  frame r a t e  t ransmiss ion  i s  used. In  conclus ion ,  

because of t h e  above r e l a t i v e  percentages,  p l u s  t h e  f a c t  

t h a t  no a d d i t i o n a l  information needs t o  be s e n t  i f  the  frame 

i s  s i l e n t ,  and t h a t  unvoiced frames r e q u i r e  a much smaller  

number of b i t s  than voiced frames, Seneff w a s  a b l e  t o  a c h i e v e  

a v a r i a b l e  r a t e  vocoder wi th  a n  average b i t  r a t e  of 1450 

b i t s / s e c ,  



Spectral deviation quantization 

The derivations are taken mostly from [141 .' The first 

step is to use the distance measure (5.1.6) as an approximation 

to equation (5.1.2) with p = 2. Let 

The inverse Fourier transform of 1 ~ ~ 1 ~  is then 

But r A ( n )  = 0 for In1 > M - 1 because 

and 

ai (A) = 0 i { ~0,1~2,....,~~ 

Also rA (n) = rA (-n) . Hence, by Parseval' s theorem 



where r(n) is the autocorrelation sequence of the input speech. 

..... Assume that - X = (A1, A p t  hL) reduces to - X = X, i.e. 

consider single parameter variation only. ~ i r s t ,  let the 

parameter be a filter coefficient a R' Then 

and 

-1 r (n) = z transform [AA (z) AA,(l/z) ] A 

-1 2 
= z transform [ (AaR) 1 

Hence by (5.3.2) 



2 
ki 1 + 1, D becomes unboundel 3 .  Therefore apart from 

the stability problem that arises in quantizing the filter 

coefficients, using these as parameters to be quantized is 

to be avoided. 

Consider using as the single parameter, an arbitrary 

transformation of a single reflection coefficient. Namely, 

As was shown in Chapter I1 

From the form of these equations, it is seen that A ( z ; X )  is a 

linear function of every kk. Consequently, 

Let kg = kk (A)  and A '  be such that kR ( I e )  - kg (A)  = 1. 

Then = A ( ~ ; A I )  - A ( z ; A )  
a k R  



To get D, (5.3.6) is first computed for all i and the 

results are substituted in (5.3.1) and (5.3-2). Note 

D that lim - is the sensitivity SA (1) . NOW it can be shown 
AX+O A h  

that if lkRl < I t  then r (n) and ra (n) are bounded and there- 

fore so is Cr (n) rA (n)  [141 .  But, 

Therefore s2A (A) can be written in a form 

where the only singular contribution of kg to s A ( X )  is due 

to the denominator (1-kk2). 

This singularity can then be cancelled by the transformation 

kg = sin A/cQ 

- 
A = c sin 'kg R 



2 2 as it is easily seen to satisfy (3kQ/aA) = 1-kQ . Now 

recall that the choice. dz/dx = u(x) = s (x) minimizes X 

where z is uniformly quantized. Therefore, if this fidelity 

, criterion is to be satisfied s (A) in (5.3.7) must be equal A 
to a constant, which implies that aX/3kR is proportional to 

JfR(k l,.... ,kM)/l-kg2. I n  cases where the function f can be R 
represented by a constant when compared to 1-k it is seen R 

that the inverse sine quantization (5.3.8), 'to a good 

approximation, satisfies the minimization of the above fidelity 

criterion. Now (5.1.6) is the result of using o(A) - = 1, VX. - 

The following normalization will now be used: 

The input energy a. is independent of all k i l s  The 

first term on the right hand side of (5.1.5) can be written 



In the one parameter variation this becomes 

2 Ah [lno (h+Ah) -1no 
Ah 

Substituting o(A) as given by (5.3.10) results in 

Adding this to (5.3.71, 

where the only singularity due to kR appears in the 

denominator as (1-kR2) 2. Straightforward differentiation 

will show that h = cR in (l+kR)/(l-kg) satisfies akR/aA = 1-k R -  

But .ln ( 1  1 - k  ) is a log area ratio and this parameter R R 

has already been mentioned a few times. Hence there are two 

quantization schemes which minimize the fidelity criterion 

max 6 (x,q (x) ) in an approximate manner. Inverse sine and log 

area ratio quantization. Log area ratio quantization has also 



been empirically arrived at in [15] using the same gain 

normalization (5.3.10) , but a value of p equal to 1 in 

distance measure (5.1.2). Hence it can be concluded that a 

different quantizing scheme is arrived at solely because of . 

the use of a different gain normalization and not because of 

the choice of p in (5.1.2) . 
Now distance measure (5.1.7) has gain normalization 

(5.3.10), with the input gain a. being a function of the 

parameter vector - 1. Consider the single parameter variation 

where h = - Then the gain normalization is exactly like 

(5.3.10) with a. independent of all ki. (5.1.7) then 

becomes 

. It is proved in Appendix B that the second term on the right 

is simply 

in the inner product notation of section 2.1. 

je. Denoting A (e ,kg) , A(eje;ke+AkQ) by A and A' respectively, 



because ( A , A )  is minimum since it is the error signal energy 

of the linear prediction analysis. 

Therefore, 

lim D - 
~ k ~ 3 0  nkR 

In combination with (5.3.10) this simplifies to 

With respect to (5.1.7) this is an exact result for kt which 

is independent of the values of all other kiWs 1151. The 

requirement for X to have a constant sensitivity measure is 

that 



Integration of (5.3.13) evidently results in 

where % - - a. II (l-k.L) is the forward prediction residual 
1 i=l 

energy of Chapter 11. 5.3.16 is called log error ratio 

quantization and it is pointed out in [I51 that speech quality 

is better using log area ratio quantization rather than 

log-error ratio quantization. From this fact, it is concluded 

that distance measure (5.1.2) describes the speech perception 

mechanism better than distance measure (5.1-7). An additional 

reason for preferring (5.1.2) over (5- 1- 5) is also included 

in Appendix B. 

Two parameter quantization [I41 - 
M 

I n  this method the roots of the filter A ( z )  = C a;z -i 

are computed. A ( 2 )  is then factored into lM/2 J quadratic 

polynomials. I£ M/2 f LM/2], then there is a leftover linear 



term z-zM where zM is a real root. Which real root zM is 

chosen to be the leftover, and which real root is to be 

associated with which real root in the formation of a quadratic 

with real coefficients will be considered later when 

quantization is discussed in more detail. For the moment 

-1 -2 assume a polynomial A(z:l) - = l+a z +aZz has been formed. 1 

Then treating it as a linear prediction filter, (2.1.16) and 

(2.1.17) yield 

If both kl and k2 are quantized simultaneously, then 

after substituting (5.3.17) and (5.3.18) in A(z; - A ) .  Now 

in scalar product notation, distance measure (5.1.6) is 

2 / a  (AA,AA) . Then take the AA of (5.3.19) but first write 

it as a linear combination of the orthogonal polynomials 



m + l  
Bm(z) of  Chapter  11. I f  a  polynomial  P ( z )  = 

-i 
PmiZ i s  m i=l 

c o n s t r u c t e d  u s i n g  t h e  r e c u r s i v e  formula P ( z )  = P m ( z )  - m - 1  

B ( z )  f o r  m = M - 1 ,  M - 2 ,  ..... 0 t h e n ,  s t a r t i n g  from P m I m + l  m 

t h e  i n i t i a l  c o n d i t i o n s  AA(z) = Pmml ( z )  , AA ( z )  i s  r e p r e s e n t e d  

a s  B ( z ) .  Therefore  by t h e  o r t h o g o n a l i t y  of  t h e  ' Pm,m+l m m=O 

Here M=2 and u s i n g  (2 .1 .16) - (2 .1 .18)  

and AA = ( l + k 2 )  Bo ( z )  Akl + B1 ( z )  Ak2 

Consequently 
2 2  a. 

D~ = 2 ( l + k 2 )  ~ k ~  a 
2 + 2(Ak2) - a 



Relation between number of bits and D 

The asymptotic result relating N or the entropy H to 

the fidelity criterion E ( 5 )  has already been. derived in the case 

of single parameter variation. This has been applied in 

1121 when the parameter is a reflection coefficient, Details 

will be described later. If the fidelity criterion is 

max 5 (xrq (x) ) , then it was proven in Appendix A, that this 

quantity is minimized by transforming ki to a constant 

sensitivity parameter that is uniformly quantized. For such 

a parameter, the maximum quantization error is equal to half 

the distance between levels. Let and E, define the range 

of the truncated probability distribution of kR. Then 

define LR and X R  to be the transformed values of these two 
numbers. If the number of levels is NR the following 

relation is obtained 

a constant independent of kg. The form of sk (kk) will depend 
R 

upon the choice of p in (5.1.2) and the gain normalization a(X) ,  - 



Recall that in the case of fine quantization ~ ( k ~ , q ( k ~ ) )  Q 

S(katq(ke)) and the above holds approximately if is replaced 

by D. Furthermore, if kt is transformed to a uniformly 

quantized variable X with a non constant sensitivity, then 

the above result is valid for large N if akR/aX sk (kg) 
R 

is maximized over kg. For the 2 parameter variation 

described above, there is no one-dimensional sensitivity 

function sA (A) defined as (5.1.11) . Hence a bound 6 will not 

be defined either. The smallest number of levels (in the 

asymptotic limit) that are required if a fixed spectral 

deviation D is not to be exceeded will now be computed., From 

(5.3.21) with the change of variables Oi = sin-lk i = 1,2, if 

(5.3.21) becomes 

which is the equation of an incremental ellipse. For 

simplicity, rectangular boundaries would be desired when 

quantizing $ and Q2. TO minimize the number of levels the 1 

area of a rectangle inscribed in the incremental ellipse with 

center then be maximized if D is not 

exceeded. The area is 4A$1 AQ2 and differentiation with 

respect to A$lt with the value of A$2 given by (5.3.22), will 

yield a maximum when the derivative is set to zero. In this 



..... . . . . . . . . . -. . . . . . . . . 
I:::::::..: .... ,... 

way, the height of the rectangle is found to be Aq2 = D and its 

< width A $ ~  = D h-~in$~/l+sinq. If kl and k2 satisfy -1 - kl 5 1 
< < - and lc2 - k2 - k2 where k2 and E2 are determined empirically, 

< < < -1- then -n/2 - 5 n/2 and sin-lk -2 - 9 - sin k2. Therefore 

a necessary and sufficient condition for a spectral deviation 

not to exceed D is that (,q2 axis is vertical) the number of 

horizontal strips Ns is to be at least 

Let the boundaries values be $2 (n) , n=1,2,. . . . ,Ns. Similarly 

for a fixed $2(n), the number of vertical strips is 

Obviously q2 is uniformly quantized and so is $ for fixed 1 

$2. The-refore the total required number of quantization 

levels is 

A 
Define A I J J ~  = D = Q2 (n+1) - q 2  (n) . (5.3.25) can then be 

rewritten for small A$, as 



This is the minimum number required if D is not to be exceeded, 

If a pair of uniformly quantized parameters is desired 
$1 

is then multiplied by [ (l+sinQ2) / (l-sinq2) 1 and the new 

transformation of kl and k2 is given by 

- 
hl - - 

1-k2 - (lik2 sin lkl 

Bounds and bit allocation 

If the single parameter analysis is applied to each of 

the reflection coefficients, it must be decided on how the 

total number of bits B should be allocated among each ki in 

order that the threshold of a certain fidelity criterion shall 

not be exceeded. 

To find this optimum allocation, it is first necessary 

to get a bound on the overall spectral deviation when a l l  

parameters are simultaneously quantized. As the derivations 



of t h e  r e s u l t s  were r a t h e r  lengthy  and would have i n t e r f e r e d  

w i t h  t h e  c o n t i n u i t y  o f  t h e  s u b j e c t ,  a  t h i r d  appendix,  devoted 

t o  t h e s e  p r o o f s ,  was added. Only t h e  f i n a l  r e s u l t s  a re  

summarized below. 

X i - ~ i  ak 
max D(A,A") c i 

- - 2Ni kl,k2,..kM - S  a h  (ki)  
i=l i ki . 

where - A = ( A l , A 2 ,  ..., A ) i s  a  vec to r  of t h e  M parameters  
M 

t o  be  quant ized.  - h t t  = (A1", h 2 I t I  .. . . , AM1') where A " i s  a  
j 

quant ized  va lue  of  A 
1. 

Therefore ,  t h e  maximum of t h e  s p e c t r a l  

d e v i a t i o n  o v e r a l l  v a l u e s  o f  A ,  and i t s  expected v a l u e  where - 

t h e  average i s  taken  over  a l l  - A ,  a r e  r e s p e c t i v e l y  bounded by 

t h e  sum of  t h e  M s i n g l e  parameter maximum and expected 

s p e c t r a l  d e v i a t i o n  bounds [12,14] .  

A s i m i l a r  r e s u l t  i s  proven f o r  t h e  case  of two parameter 

q u a n t i z a t i o n :  



respectively for the integer smaller and greateg than x, 

which are closest to x. If there is a leftover root (i.e. 

M/2 # (~/2 J ) then an additional bound 

is present (see Appendix C ) .  Denoting the overall bounds 

in (5.3.27) and (5.3.28) by max Etot and ED tot respectively, 

it is then shown using Lagrangian multipliers that minimization 

of the total bit rate subject to a fixed max Gtot ( o ~ E D  tot 

is achieved by setting all individual single parameter bounds 
- 

to the same value, namely, (max 6 )/M (or (EDtot)/M) , [12,141. tot 

For the two parameter quantization sch.eme , a similar 

result holds. Denoting the overall bound of (5.3.29) by Db, 

D = -  Db 2Db and Do = - minimize the total bit rate subject to 
j M M 
a fixed Db [14]. (For details, refer to ~ ~ p e n d i x  c.) 

The results of [14] will now be summarized. By assigning 

arbitrary values A to max Dtot and Bi to max [ (aki)/(aXi)] s (k.) ki 1 

(for all i), a number Ni can be found for which the single 

parameter deviation bound does not exceed A/M except for those 

points (kl,k2, ...., k ) whose corresponding value of M 

[ (2ki)/ (ahi) ] s (ki) exceeds Bi. In terms of this number Ni, 
ki 



it is then experimentally determined for ki where i s 2, that 

uniform reflection coefficient quantization is slightly superior 

to log area ratio and inverse sine quantization of the k i 's. 

In spite of the gain normalization a (A) - = 1, inverse sine 

quantization is only slightly superior to log area ratio 

quantization. For i = 1,2, however, inverse sine quantization 

is significantly superior to uniform quantization. In terms 

of overall bit rate, the 3 schemes are almost equivalent, 

For the 2 parameter quantization schemes [14], it is 

easy to derive by direct substitution, that the roots of the 

-2 quadratic polynomial A(z;A) - = 1 + kl (l+k2) z-I + k2z are 

related to kl and k2 by 

if the roots are zi = xi f jyit and by 

k2 = x.x 
1 j 

if x and x are the 2 real roots. i j 



In order to find the K2 and E2 values to be substituted 
in (5.3.26), a histogram approach must be used.. However 

there is a k2 associated with each lM/21 polynomials. There- 

fore, to obtain statistics about each k2, an ordering scheme 

must be developed. It is observed from (5.3.30) that k2 is 

the magnitude of the root zi which is inversely proportional 

to the exponential of the bandwidth. The [M/2] k2's are then 

ranked in order of increasing bandwidth, To find the largest 

k2, the two largest real roots or, complex root with largest 

magnitude, are chosen at any step in the procedure, depending 

on which yields the largest k2. This procedure ensures that 

the leftover term, if there is one, is associated with the 

smallest real root. If this scheme is repeated for every 

analysis frame, (~/21 scatter plots of (kl,k2) planes are 

obtained. By inspection, z2 and E2 are found for each 
ordered k2. The numbers g2 and E2 of course decrease with 

decreasing k2. It is observed that, for each plot, the 

range (K2,E2) is small compared to the allowed range (-Ill) 

for a reflection coefficient. (in fact much smaller than 

the observed range for k2 in single reflection coefficient 

quantization). This is one of the reasons for the experimental 

fact that with a frame rate fr of 50 Hz and 5 bits per frame 

for pitch and gain respectively, any one of the above three 

single parameter quantization requires 3500 bits/sec given a 

fixed value of 3dB for max ztot as compared with 2800 bits/sec 



for D~ = 3dB in the two, parameter quantization scheme [14]. 

The quality of speech is the same in both cases and bit rate 

reduction has been achieved for the two parameter method at 

the expense of more computation involved in polynomial root 

solving. 

In [12] results on the first and tenth reflection 

coefficients using the min E(D) fidelity criterion are 

presented. Let the variable stand for kl. Then it was 

found that even in the case of only 4 quantization levels, 

the distribution of the points xn, Zin obtained by using the 

quantizer curve which minimizes E (6) as'pptotically (5.1.22) , 

is almost identical to that obtained using the quantizer 

curve which minimizes E (5) non-asymptotically (the latter being 

fo.und iteratively starting from 5.1.15). Then, still using 

4 quantization levels, E ( D )  is compared as obtained both 

asymptotically (5.1.19) and non-asymptotically (5.1.15) for 

the following 5 quantization schemes: 

( 3 )  u(x) a px(x) 

(4) u (x) which minimizes E (D) 



-1 For non-asymptotic cases, x 2 are known from x = U (z) nf n 

and are then substituted in (5.1.15) while for the asymptotic 

cases, u (x) is directly substituted into (5.1.19). In 

general, it is found that for any particular u(x), the 

asymptotical result for E(D) is surprisingly close to the 

actual non-asymptotic result. Next, the asymptotic results 

for the minimum number of bits and entropy are obtained for 

E(D) set at .3dB. Recall that, in the asymptotic limit, 

over all choices of u(x), the above scheme (2 )  minimizes 

entropy while scheme (5) minimizes log N. Unfortunately, 

it is experimentally determined that the difference between 

those values of log N and H is only .25 and .28 bits for kl 

and k10 respectively. For such small differences, it is 

not worthwhile to use variable bit rate coding which achieves 

rates close to entropy. 

If further bit rate reduction is desired, then some 

other scheme which may involve an hitherto unexploited 

property of speech must be sought. Such a property exists and 

is stated in [121. It has been experimentally verified 

that for voiced speech, reflection coefficients are 

dependent of each other and also from frame to frame. The 

dependence within a frame is greatest between k and k2. 1 



The frame to frame dependence is felt to be even more 

significant. If this total dependency could somehow be 

extracted before transmission, a means for further reducing the 

bit rate without diminishing the quality of the output speech 

would have been achieved. 

5.4 Orthogonal Parameter Quantization 

To achieve a certain measure of independence among the 

reflection coefficients within a frame, a technique found 

in [18] is used to decorrelate them. Basically, the 

covariance matrix R = [Rij] is first obtained 

In practice, using the law of large numbers and stationarity 

the mean of all kits should be computed using a time average 

over N frames and then the cross-correlation obtained by a time 

average over N-1 frames. The equation [R-111 = 0 (for the M 

rigenvalues Ai of the matrix R) is then solved, where I is the 

identity matrix and /..I is the notation for the determinant 
of a matrix. Then solve the simultaneous equations 



where O .  i s  t h e  e igenvec to r  cor responding  t o  e igenva lue  h i  
-1 

( 9 .  = ( l i , 2 i  . . . . , @ 1 .  NOW l e t  A be a d i agona l  ma t r ix  
-1 M i  

[ X . 6 . . ]  and U lz t h e M x ~ m a t r i x  [k1,e2 ,.... , $  I .  Then t h e  
1 1 3  -4 

prev ious  e q u a t i o n  can be r e w r i t t e n  a s  

o r  U - ~ R U  = A 

B u t  R = R~ and h = X T  and consequent ly ,  

T Therefore  U-I = U (U i s  o r t h o g o n a l ) .  

C l a i m :  The covar iance  m a t r i x  of  t h e  M parameters  O i l s ,  where 



There is then no correlation between different Oils and in 

this sense they are termed orthogonal parameters. In addition, 

M 
the total variance 1 Rii will be reallocated among the 

i=l 

orthogonal parameters in such a way, that few of these will 

possess a large variance X . i* This can be seen from the 

following observation. 

Note that from the unitary property of U that 

M 
k. is wji ii. The variance of k. can then be expressed as 
3 iel 3 

But the Oils are decorrelated, so that R - 2 - wji Xi. 
jj i=l 

Again, from the unitary property of U 

M M 
and consequently C R = C Xi. This is true 

j=1 j j  i=l 

trace of a matrix is equal to the sum of its 

in general: the 

eigenvalues. 



Now apply Holder's inequality [ 2 0 ] :  

for l/q = 1 - l/p and p > 1. In the case of p = 2, this 

reduces to the Cauchy-Schwartz inequality: 

and therefore by the above inequality 

and 

Hence, by decorrelating the data, the sum of the square root 



of the variances is minimized. The problem then reduces to 

finding the hits which minimize L x subject to a known 
1 

M i=l 

constraint P = Z A .  and 5 > 0, i = 1,2,. . .M. The inverse 
1 i=l M M 

problem, that of maximizing X .T subject to P= Z Ai is easily 
1 i=l i=l- 

solved by the Lagrangian 'function 

to yield Xi = 1/4a2 which, substituted in the constraint gives 

a2 = M/4P or hi = P/N. In other words, the .total variance 

P is distributed equally among each of the M parameters. 

Therefore, following the decorrelating scheme it is expected 

that the total variance will be redistributed among the 

parameters in an uneven way. In section 6.1, a tabulation of 

Rii and -Ai will demonstrate this fact. Sambur has applied 

decorrelation on the log area ratio parameters as well as 

on the kits [18,21]. (It was already seen that as far as 

stability is concerned, log Am and km are equally good 

representations.) Using a filter order M = 12, he obtained 

statistics over N frames about individual utterances. From - 
Table VIII, [18], with the 12 eigenvectors ordered in terms 

of decreasing variance, it is observed "that 90% of the total 

statistical variance is contained in the first 5 or 6 



eigenvectors". This redundancy can then be exploited in a 

DPCM scheme, [18] resulting in further bit rate reduction, 

by sending the 5 or 6 parameters with largest variance, DPCM 

is basically a scheme where linear prediction is performed on 

data and the difference between the data and its linear 

prediction estimate is quantized before being sent to the 

receiver. Good results will be obtained if the original 

data is correlated in time. This is the case for speech where 

the solution to the linear prediction minimization criterion 

is consistent with the simplified model of the vocal tract 

(Chapter 11). However, quantization of the error signal it- 

self will not lead to substantial bit rate reduction, But 

it is mentioned at the end of the last section, that the kits 

are themselves dependent on their own past values. It is 

then proposed in 1181, to apply linear prediction on the kinsf 

the gain and pitch information. The linear prediction coef- 

ficients which can also be variable in an adaptivescheme, 

are then known to the receiver, and after probability 

distributions in the linear prediction errors in the pitch, 

gain and kits are obtained, optimal quantization levels and 

boundaries are calculated for each of these differences, 

The quantized values of these differences are then,ready to 

be transmitted. To achieve further reduction in bit rate, 

dependence among the kits within a frame is taken into account. 

Linear prediction analysis is then performed on the ei's instead 



of the kits. Because 6 of these ei1s have a very small 

variance, they do not vary much across an utterance. In 

the DPCM scheme, these parameters can be considered as 

constant and only their average values need to be sent. 

The number of bits is then allocated to the linear prediction 

- errors of the remaining Bits with greater variance Xi. It 

must be emphasized that once a number of bits, Nit 

is determined that optimal quantizer curves 

must still be calculated for each ofthe 

linear prediction errors. This requires a knowledge of the 

probability distribution of these errors, which is not 

necessarily equal to the distributions of the original Bits. 

Sambur then maintains that it is possible to achieve a total 

bit rate from 600 bps to 1000 bps, "and still yield acceptable 

quality speech". The degradation is as mentioned before, 

dependent on the content and particularly on the speaker. 

The drawback to using this method is the amount of computation 

involved in the eigenvector-eigenvalue analysis. Moreover, 

if the gathering of statistics to obtain R, and the subsequent 

computation, is done for every consecutive N frame utterance 

in continuous speech, then the system could not be operated 

in real time. However the probability distribution of the 

kits are not very speaker and content dependent. In fact it 

was stated under the discussion on equal area coding that 

they are much more dependent on the amount of background noise. 



Keeping this to a minimum, and assuming that the correlation 

among different kiis is also speaker and content independent, 

the computation can be done prior to any transmission of. 

orthogonal parameters Bits, if the speech data is first 

processed for the sole purpose of obtaining the necessary 

statistics, once-and for all. 

Introduction to the present study: theory 

From now on, the dependence among kits within a frame 

only, will be taken into account and the necessary analysis 

Leading to a comparison of results under the min E ( D )  

quantization scheme obtained using on the one hand, kits, and 

on the other Bits as the parameters will be described. 

M M 
Following the inequality Z E q, it is hoped that not 

j=1 3 3  i=l M 
only will Ni increase as h increases, but that E log Ni will i i=l 

be greater for the reflection coefficients than for the 

orthogonal parameters. 

Diagonalization of the covariance matrix 

Since the R matrix is symmetric, the Jacobi method for 

diagonalizing a matrix will be used to get both the eigenvalues 

and eigenvectors. The basic idea is as follows. Starting 

with a matrix A = [a I ,  let i j 



Ak+l has obviously the same eigenvalues as A'and is also 

-1 
. symmetric if Ui is orthogonal (i.e. Ui = Ui for all i). 

Notice that it is possible to diagonalize a matrix A where 

T A = S AS for some S. But if sT # S-I, A is not the matrix of 

eigenvalues of A. 

Furthermore, the trace of A.A being the' sum of the 

diagonal elements 

M M 
= E E aij aji = 

M M  2 
aij 

(because A is 
i j i j  

symmetric) 

= the sum of the eigenvalues of A.A. 

Now let T-I be any nonsingular matrix. Then, 

T-I (A.A) T = (T- AT) (T- AT) has the same eigenvalues as A.A. 
Let T = UIU 2....Uk+l where all Ui are orthogonal. Then by 

(5.4.2) and the resulting symmetry of A k+l 

M M 
E I: (aij 

M M  2 
(k) = sum of the eigenvalues of A.A. = 1 E ai 

i=1 j=1 i=l i=l 



I f  t h e  U k l s  a r e  such t h a t  

and 

t h e n  t h e  aij  (k )  , i f j ,  converge t o  ze ro  a s  k -+ and A h a s  

been d i agona l i zed  

l i m  Ak = A = I X . 6 .  . I  
k-tw 1 1 3  

and l e t t i n g  U = l i m  (UIUr .Uk)  , from (5.4.2) , 
k-- 

I t  i s  proved i n  [I91 t h a t  t h e r e  e x i s t s  a sequence {uk] that 

w i l l  r e s u l t  i n  (5 .4 .4) .  A t  s t e p  k ,  t h e  l a r g e s t  ai (k)  which i s  

denoted by a e m ( k ) ,  i s  t o  be  zeroed ou t .  Uk i s  of t h e  form 



I -------- COS 
I 
I 

I 
I -------- sin 
I 

where a has to be properly chosen in terms of a (k I (k) 
Rrn ' a R ~  

and a (k). For details, see 1191. 
mm 
The eigenvectors and eigenvalues of the matrix R have 

therefore been obtained. Autocorrelation analysis will now 

be performed to obtain the kits as usual, and by transforming 

them to the set of uncorrelated parameters Bi given by 
M 

- 
Oi - E $jikj a certain measure of independence has been 

j=1 

achieved. The parameter Am in (5.3.28) then becomes Om instead 

of k,. Z log Ni is then minimized by letting each term in 
i=l 

this asymptotic formula for E ( 6  ) be equal to E(gtot)/~. tot 

substituting' (5.1.22) into (5.1.19) with this value for the 

individual bounds results in 



The range (a,b) will be discussed shortly. As was stated 

previously 3 to 4dB is the smallest distortion that can be 

perceived when using distance measure ( 5 . 1 2  In the 

theoretical study of f121, E (Dtot) is set to 3dB. As a 

compromise, I set it to 3.5dB. Thereafter (5.4.6) is used 

to obtain the number of bits Ni for all the parameters. ~f 

Bi has a small variance hi, it is hoped the the outcome of 

the computation (5.4.6) will be a small number. One other 

remark is in order: (5.4.6) is the asymptotic formula valid 

for large Ni. However, the interest lies in obtaining a 

small Ni. It is assumed that (5.4.6) is still accurate 

for small N as is demonstrated for kl in 1121. i 

Notice also that only hi and @i are evaluated. The 

quantizer curve 



and. the number of bits as given by (5.4.6) cannot be computed, 

until Esg (x) and pe (x) are specified. Two methods will be 

proposed for the computation of the quantizer curve and hence 

METHOD I - This method assumes that ei has a Gaussian p.d.f, 
o f  the form: 

- - 
where o2 is the eigenvalue hi and Ex is the mean E 4 .  .Ek 

j=1 1 1  j. 

This is easily obtained since the k 's were computed in getting 
j 

the covariance matrix R. Notice in passing. that if the kits 

were all normally distributed, that €Ii, being a linear 

combination of the kits would also be.Gaussian. Since the eils 

are uncorrelated, khis would imply their independence and 

this is exactly what is desired. The assumption is of course 



false since  rob{ lkil > 11 = 0 and therefore the range of 0 i 
M 

is C l0..[ for all i. Consequently., the 0 's are not 
j=1 7 1  i 

Gaussian variables and it does not follow that they are 

independent. The best that can be said is that they are 

uncorrelated. However, for the convenience of representing 

p0 (x) by an analytic function, (5.4.7) can be used because 
I 

it is a good fit to experimentally obtained relative 

frequency histograms of 0 (see Chapter VI). The problem i 

now is to get an expression fortheaverage 0verall0~+~, 

Ese; (x), as a function of Bi. In its derivation it is 
1 .  

required to know the sensitivity as a function of Bi, for 

fixed but arbitrary emPi. NOW in terms of a single parameter 

variation (where Bi is the parameter), ~(ej') in (5.1.6) 

becomes * 

AA (e' a A 
"i (z;Bi) and since 



But from (5.3.6) 

M aA - z-i - -  
ak [a. (k.+l)-ai(k.)] 

j i=1 1 3  I 

The inverse Fourier transform of 1 ~ ~ 1 ~  is then 

2 This equation is to be substituted in (5.3.2) to yield D . 
2 But from (5.4.10), D /ABi2 depends on all kits, or 

transforming to Bi = C @..k depends on all Bits. For 
i=l 11 j' 
2 

2 example, in [12], a one parameter sensitivity function D /Aki 
2 

is desired for the computation of Ni. Some sort of averaging 

procedure is required. 

The following is the approach used in [12]. Since 

2 1/2 all sk (x) have, as only singularity, the factor (1-x ) 
I 

in the denominator (recall gain normalization o ( A )  - = 1) , sk (x) 
I 

is multiplied by Jl-xz. This is performed for each point 

in the scatter plot. Then a histogram of the relative frequency 

of occuTrence of points is obtained over the whole range of x. 



A mean value I3 for sk (x) J z  is then extracted from the 
i 

histogram and the one-dimensional function s (x) to be used 
ki 

in the quantization schemes of [12] is then B/J=. 

Following the discussion that led to (5.3.28) the 

representative one dimensional function that will be used 

for sg (x) is the average value Esg (x) where the average is 
i i 

taken over all possible values 9 mfi' Using the maximum 

M 
range Ri = E l $ . . l  for Bi, and pg (x) as given by (5.4.7), 

j=1 1 3  i 

(5.4.6) is then evaluated as 

This integration is carried on using the approximation by 

Simpson's Rule with 200 subdivisions. This number was found 

to be sufficient in depicting the shape of the quantizer 

curve.' Once Ni is known from (5.4.11) the quantization levels 

and boundaries are then obtained from the quantizer curve. 

One technical remakk is in order: The D' measure (5.1.2) is 

derived using a natural logarithm whereas values for E(D) and 

max were always quoted in decibels. If a variable x has 
2 units of power (e.g. a / \ ~  (ejg ) I , then the definition of x in 



dB is 10 loglO x, and using the conversion log x = l ~ g ~ ~ x / l o g ~ ~ e ,  e 

the sensitivity function must then be multiplied by a factor 

10 loglOe %,4 .3492 .  Now, se (x) is a very complicated formula 
i 

involving all em and moreover the actual formula for 

~ ~ ~ b { 0 ~ / B ~ ,  all m#i} is unknown. Even if a multidimensional 

Gaussian density function was used, the calculation of E s g  (x) 
., 
A 

would be prohibitively difficult. The easiest way to obtain 

E S ~  (x) is through a time average of se (x). By the law of 
., 

large numbers, the sum of the se (x) that occur in the 
i 

scatter plot for a given x, divided' by the number -of these 

occurrences should be a good approximation to E s g  (xj. This 
i 

will be the approach to be followed in METHOD 11. In the 

present method, Ese (x) is assumed to be the se (x) given by 
i i 

8 = Eem for m#i. It is in general not true that m 

~f (x) ~rob{x) = f (Cx~rob{x)) . But the quantizer curves that 
X X 

are plotted using the two different methods, turn out to be 

similar in shape (see Chapter VI). 

There is still one inconsistency which must be resolved. 

There is no guarantee that the necessary conditions lkil c 1 

for stable filters will be satisfied with the set of 

orthogonal parameters consisting of an arbitrary €Ii and em = EBm 

for m#i. f ndeed , from computer printouts, values of O i  outside 

a certain range that will be denoted by (fil,fi2) for 

convenience, always results in absolute values of kg slightly 

greater than 1, for a few index values of L. In fact, [kkl-l 



increases monotonically as 0 goes from ~0~ to 5 Ri. The i 

scheme that was adopted then, was to alter EBm to new values 

8 mfi, in such a way that all ki satisfy lkil < 1 for any m' 

particular Bi. This cannot be said to be a single parameter 

variation. However as will be seen in Chapter VI, is 

relatively small in comparison with the range R and also i' 

the actual probability density function of Bi is truncated 

to an interval (til,ti2) C (-RiIRi), which is approximately 

the above interval (fil,fi2). Also it happens that 5 < 

min ( 1 fi2-~Bi 1 .  (fil-~oi I 1. From an inspection of ( 5 4 . )  it 

is therefore seen that, because of the Gaussian density 

term, under the condition that Esg (x) is not too singular, 
i 

the complement of either (fil, f . ) or (tilrti2) does not 12 

contribute very much to the number of bits Nir and the 

quantizer curve will be flat outside the truncated range, 

This is substantiated by the results of Chapter VI, Notice 

that because Bi has a truncated density function, only the 

interval (til,ti2) needs to be quantized instead of the whole 

interval - R i R i  This was done in inverse sine quantization 

of the kits as their p.8. f. are truncated also. But in the 
i 

min E(Dtot) quantization scheme as discussed above, because 

the quantizer curve is flat outside the truncated range (t i.1, 

ti2) , it makes no difference whether that range or ( - R ~ , R ~ )  

is chosen for quantization. The latter is chosen because 



i n i t i a l l y  it i s  d e s i r e d  t o  prove t h a t  t h e  i n t e g r a l  over  t h e  

complement of (tillt ) was c l o s e  t o  zero. i 2  

L e t t i n g  Bi  r un  from -Ri t o  Ri, it i s  f i r s t  t e s t e d  i f  

r e s u l t s  i n  j u s t  one Ik.1 > 1 f o r  some j. I f  t h e r e  i s  one 
3 

such k o t h e r  v a l u e s  have t o  be used i n s t e a d  of EB 
j R ' 

The b a s i c  assumption i s  t o  l e t  

where f3 i s  a c o n s t a n t  of p r o p o r t i o n a l i t y  which i s  t o  b e s o u g h t .  

The reason behind t h i s  assumption i s  t h a t  t h e  b i g g e r  t h e  

va r i ance  X k 1  t h e  more l i k e l y  it i s  t h a t  B e  d e p a r t s  from i ts  

mean va lue  EBR and i f  4 i s  smal l  i n  (5.4.12), t h e n  i n  o r d e r  
j 2 

f o r  a change 8 f , - ~ 0 e  t o  make i t s  presence f e l t ,  a cor responding  

f a c t o r  + must appear i n  t h e  denominator. A v a l u e ' f o r  f3 must 
j fi 

now be found. I n  o rde r  t o  minimize t h e  change 8R-~Be, I kj [ < 1 

can be made a s  c l o s e  t o  1 a s  i s  des i r ed .  An a r b i t r a r y  v a l u e  

I K (  F -99 i s  chosen. Then 



M M 
@ . . 0  = k - E @ .  EBR = K - 3 1  i j ,=, I @ j j e b i  R = l  

R f i  R f i  

from which,  

Consequent ly ,  

The re fo re ,  t h e  v a l u e s  ?fa f o r  which .k becomes 2 . 9 9  have been 
j 

found.  Now 8 must l i e  between ?r RR and it would be p r e f e r a b l e  R 

t h a t  1 8R-~BR~' does  n o t  exceed 3, i . e .  i f  i n  (5.4.16) it t u r n s  

o u t  t h a t  f o r  some R 

.... t h e n  t h e  v a l u e  of O R  i s  k e p t  a t  EBR and (5.4.14) i s  changed t o  
... ... .... .... .... .... ... 



But this would result in 

for m#R ' 

#i 

If for some m, 1 8m-~0ml > %, the same procedure is repeated 
until all the remaining l?fm-~Oml are less than %. There might 

be none remaining in which case the method failed. After all, 

the subscripts m, n run over a decreasing set of values from 

1 , 2 . . . and as the number of differences ~,-EB, decreases, 

their value tends to increase because the denominator L <  

becomes smaller as the sum is over fewer elements. If the 

procedure fails, then an alternative simpler scheme is developed 

and described below. 

But first supposing the method does not fail, then given 

this new set of orthogonal parameters, a check is made from 

(5.4.8) for the first occurrence of a \kil > 1. Recall that 

the above method, guarantees the inequality 1k . l  < 1 for one 
3 

j only. If all jkil < 1, then so (x) is computed using this 
i 

set of orthogonal parameters. If there is just one lkil > 1, 



t h e  above procedure  must be  r epea t ed  i n  o r d e r  t o  f i n d  a new 

s e t  t h a t  w i l l  s a t i s f y  l k i /  < 1. I f  t h e  procedure  i t s e l f  

should  f a i l  a t  some p o i n t  (no 8m-~0m remain which s a t i s f y  

I 8m-~0ml < r )  o r  i f  a f t e r  r e p e a t i n g  t h e  procedure  a  c e r t a i n  m 

number of t i m e s ,  no set  o f  o r thogona l  parameters  have been 

found t o  y i e l d  lk i (  < 1 f o r  a l l  i , then  t h e  fo l lowing  s t e p  

i s  t aken .  (From computer p r i n t o u t s ,  it was seen  t h a t  t h e  

fo l lowing  scheme was f o r c e d  upon, even f o r  v a l u e s  of  O i  

r e l a t i v e l y  c l o s e  t o  (til,ti2). Only f o r  v a l u e s  even c l o s e r  

t o  t h a t  i n t e r v a l  i s  t h e  .above procedure  s u c c e s s f u l . )  Le t  

XI 

f o r  a l l  j . 

I t  must t h e n  be  shown t h a t  

equa t ions .  Th i s  c e r t a i n l y  

as  it r u n s  over  (-Ri ,Ri )  . 

t h e s e  a r e  a  c o n s i s t e n t  s e t  of 

s a t i s f i e s  ( k . 1  < 1, s i n c e  1 0 . 1  < Ri 
3 1 

Also 

I f  n  = i, t h e  R.H.S.. of (5.4.20) b e c 0 m e s ( 0 ~ / R j  Z 1 0  . 1 =€I m l  i m = l  
a s  r e q u i r e d  by equa t ion  (5 .4 .20) .  I f  n  f i, t h e  R .H .S .  of  

(5.4.20) i s  less o r  e q u a l  t o  (Bi/R.) R < Rn a l s o  r equ i r ed  
1 n -  



of 0 ' for all n. The set of equations (5.4.19), therefore 
n 

satisfies the necessary constraints. s (x) is then 
8: 

-- 

computed from (5.3.2) and (5.4.10) using this set of kits. 

Results using METHOD I will be shown at the end. It is 

desired to compare the quality and the bit rate of the speech 

generated by the above "optimal quantizer" with that obtained 

by using other quantization schemes. As the fidelity criterion 

in the above is ~ ( 6 ~ ~ ~ ) ~  for easier comparison, this is the 

fidelity criterion that will also be used to find the necessary 

number of levels in the other quantization schemes. Further- 

more, the asymptotic formula in the limit of large N Rf 

relating ~ ( 6 ~ )  to NR 

will be used. The first quantization scheme that will be 

studied is the one that minimizes max 5 (XR,q(AQ) ) for the . 

reflection coefficients. This quantizer curve was derived 

in section 5.3: 

- 
lR 

= c sin lkk - u (kR) R 

Let the range of kt be (k ) Then normalization of U requires --Rf R 



C = 
1 

-1- sin kR-sink -R 

Then u(hR) = dU/dAQ = cR/- is substituted in the above 

asymptotic formula. Once these quantizer curves are assigned 

to each reflection coefficients, the total number of bits 

B = I log NR is minimized subject to the constraint E(Gtot) = 
R 

3.5dB (as was shown previously) by letting E (EQ) = E (Etot) /M. 

The second quantization scheme that is next considered is 

asymptotic min E (6) on the kit s. 

U(kR) n jka iEa ir)pk (ri di 

-1 R 

and 

where ~ ( 5  ) = EIEtot]/M. This will then be an experimental 
R 

result following the theoretical development in 1121. 

Minimum deviation orthogonal parameter quantization will then 

be compared with minimum deviation and inverse sine reflection 

coefficient quantization. As was already mentioned, the kl 

and k2 distributions are skewed and hence do not look like 



symmetric truncated Gaussian densities. 

functionswhich approximate their empiri 

Although 

cal distr 

analytical 

ibutions 

are derived in [lo], the following empirical method to obtain 

the probabilities and the sensitivities will be used in comparing 

the 3 quantization schemes. 

METHOD I1 - Histograms of the relative frequency of occurrences 
of the ei,.s and kits are obtained. The full range of the 

parameter (Bi or ki) is subdivided into 200 intervals. The 

counts in any given interval are added. For this particular 

interval this value is then divided by the sum of the counts 

over all intervals, and this number is assigned to the 

probability of the. parameter lying in that interval. since 

a probability density function 

lim ~robix 5 X 5 X+AX) 
Ax-tO Ax 

is desired, the probability of the interval just computed is 

divided by its length and this number is assigned to the 

probability of the parameter at the value halfway between 

the ends of the interval. As was previously stated in the 

section on METHOD I, Ese (x) is obtained empirically by 
i 

again subdividing the range into 200 subdivisions, then the 

sum of all values that occur in a given interval divided by 



t h e  number of occu r rences  i n  t h a t  i n t e r v a l  i s  computed and 

number i s  a s s igned  t o  E s  (x) where x i s  a p o i n t  midway i n  
0 : 
I 

i n t e r v a l .  Not ice  t h a t  i n  t h e  3 quan t ' i z a t i on  schemes, E s A  
m 

t h a t  

t h a t  

and 

p appear  o n l y  as a p roduc t  E s A  pA i n  t h e  asympto t ic  formula 
'm m m 

f o r  N2 .  S ince  pA i s  t h e  number of occu r rences  i n  a given 
m 

i n t e r v a l  d iv ided  by t h e  sum of counts  over  a l l  i n t e r v a l s ,  

E s ~  PA does no t  e x p l i c i t l y  depend on t h e  number of occur rences  
m m 

w i t h i n  t h a t  p a r t i c u l a r  i n t e r v a l .  



VI : EXPERIMENTAL RESULTS 

The experimental setup will first be briefly described. 

It was mentioned in the last chapter that gain quantization 

is often done independently of the vocal tract parameters' 

quantization. In the present study, logarithm, of the gain 

and also pitch, quantization as used in 1101 is adopted. 

The range for quantization of the gain is also chosen to be 

the range in one of the preliminary tests to the SIFT 

algorithm. More details about the SIFT algorithm and the 

subsequent autocorrelation linear prediction analysis, are 

then given. In order to study the dependence of the reflection 

coefficients on the text and speaker, statistics about 

1 file and 14 files of speech were separately compiled. The 

dependence was found to be rather small. The Jacobi 

diagonalization procedure is then carried out, and the results 

using METHOD I and I1 are then tabulated. In terms of 

bit rate reduction, it is then seen that min ~(6,~) 

quantization of the orthogonal parameters performs better 

than inverse sine quantization of the reflection coefficients 

but not as well as min E(Etot) quantization of the reflection 

coefficients. Plots of the relative frequency of occurrence 

histograms, averaged sensitivity functions and quantizer 

curves for the orthogonal parameters using METHOD I and 11, 

are then compared. Then, plots of the histograms and 



sensitivity functions for .the reflection coefficients are 

compared favorably with those of [12,14]. To obtain the 

quantizer levels and boundaries, linear interpolation on 

the quantizer curves, is then performed. Finally, a subjective 

comparison is established. It is found that the quality 

of synthesized speech using pitch extraction is very much 

the same for all quantization.methods, and only slightly' 

worse than that of speech synthesized with no quantization 

of the parameters. When the input to the synthesizer is the 

unquantized error signal, the quality of the output speech is 

somewhat more dependent on which of the three quantization 

schemes is used but is better than that of any speech obtained 

using the pitch-synchronous synthesizer. 

Procedures in recording and playing back speech 

The original speech utterances were recorded on analog 

magnetic tape using a high impedance microphone at INRS-Telecom, 

Montreal. The input gain to the tape was set by observing 

the peaks in the utterance. Then a converter was set in A/D 

mode. To prevent aliasing, the input speech is first passed 

through a variable analog filter with a value for the cutoff 

frequency, less or equal to half the sampling frequency of 

the converter. ,This filter allows frequency settings from 0 

to 100 KHz in steps of 10 Hz, the selection of high pass versus 

low pass characteristics and also flat amplitude versus 
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delay characteristics. The sampling frequency of the converter 

is then set at 10 KHz, thereby assuming that the amount of 

energy of the input speech in the range 5 to 10 KHz can be 

neglected. There is an implicit quantization of every speech 

sample because of the finite memory of the computer: a 

14 14 sample is stored as an integer in the range (-2 , 2 -1) . 
Overlaad lights indicate whether the input utterance exceeds 

this range. To avoid overloads, the input gain to the tape 

must be reduced. Once the speech is stored on computer disk 

as a file, a FORTRAN program which can further filter and 

down-sample the file is also available. The file can then 

be played back, by putting the converter in D/A mode. 

Since the D/A creates an analog signal by a sampled-and-hold 

method, the above mentioned variable analog filter is used 

as a low-pass filter in order to smoothen out the discontinui- 

ties introduced by that method. Before listing the experimental 



conditions, the conventional approach to quantizing the pitch 

and gain will now be described. This quantization, done 

independently, of the vocal tract parameters, is the reason 

behind preferring the gain normalization o ( X )  - as unity in 

the spectral distance measures. 

Quantization of the pitch and gain 

Pitch 

As discussed in Chapter I11 the SIFT algorithm determines 

as estimate of the pitch P in the range 2.5 to 20 ms. The 

sampling frequency fs of the input speech was 2 KHz. In 

dimensionless units then the pitch P '  is Pfs. The question 

is how the interval should be quantized, Evidence pointed 

out in [lo] suggests that the ear is sensitive to relative 

fundamental frequency error Af/f. Since Alnf % A£/£, uniform 

quantization of lnf is necessary if a relative error 

independent of frequency is desired. Let 

f min = l/P'max and fmax = l/Pr min . 

stand for the range of frequencies of interest in the SIFT 

algorithm. If B p  is the number of bits used, then 1nP' is 

quantized to the value 



u n l e s s  t h e  speech i s  unvoiced,  i n  which c a s e ,  P '  = 0. The 

i n v e r s e  o p e r a t i o n  InP'  4 P '  i s  t h e n  c a r r i e d  o u t  a t  t h e  r e c e i v e r .  

Gain of t h e  E r r o r  S i g n a l  [ l o ] .  Experiments have 

shown t h a t  t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  of  t h e  g a i n  can 

be  roughly  r ep re sen ted  by an  e x p o n e n t i a l  [ l o ] .  I t  fo l lows  

t h a t  i f  t h e  l oga r i t hm of  t h e  g a i n  i s  unifo.rmly quan t i zed ,  

t h e n  t h e  p r o b a b i l i t y  o f . o c c u r r e n c e  of  an i n t e r v a l  i s  

approximate ly  uniformly d i s t r i b u t e d  over  a l l  i n t e r v a l s .  

I f  BG b i t s  a r e  used,  t hen  a s  f o r  t h e  p i t c h ,  t h e  quan t i zed  

v a l u e  of  1nG i s  

A s  f o r  p i t c h  t h e  i n v e r s e  o p e r a t i o n  1nG -+ G i s  c a r r i e d  o u t  

a t  t h e  r e c e i v e r .  G = 0 i s  a problem b u t  s i n c e  t h e r e  i s  

a lways some background n o i s e  G min i s  s e l e c t e d  t o  be j u s t  

above t h e  upper c u t o f f  f o r  t h e  n o i s e  ga in .  Adopting t h e  

f i g u r e  i n  [ l o ]  t h i s  i s  set  a t  Gmax/300. G must now be max - 
found. R e c a l l  t h a k  i n  t h e  a u t o c o r r e l a t i o n  method 



For smal l  a. a s  i n  low amplitude f r i c a t i v e  n o i s e ,  a  i s  M 

no t  much less than a. and f o r  l a r g e  a  a s  i n  some voiced 
0 

sounds, aM i s  usua l ly  << ao. Consequently, 

and a  dynamic range g r e a t e r  than  t h a t  of t h e  i n p u t  speech 

i s  n o t  needed. I n  1101 , (aM),,, i s  set t o  . 3  (ao)max. S i n c e  

t h e r e  a r e  N samples i n  a frame, t h i s  would then  correspond 

t o  an  average amplitude This  i s  t h e  adopted 

va lue  f o r  Gmax i n  [ l o ] .  a. i s  ob ta ined  from t h e  auto-  

c o r r e l a t i o n  a n a l y s i s  of t h e  i n p u t  speech. I n  t h e  p r e s e n t  

s tudy ,  t h e  p i t c h  e x t r a c t i o n  i s  performed before  t h e  a n a l y s i s .  

This  i s  descr ibed  i n  more d e t a i l  i n  t h e  next  subsec t ion .  

I n  one of  t h e  prel iminary t e s t s  ( p r i o r  t o  t h e  p i t c h  

e x t r a c t i o n )  t h e  va lue  of Gmin and hence of Gmax i s  requ i red .  

Since a  i s  a s  y e t  undetermined, t h e  va lue  of Gmax 
0 

w i l l  b e  

set a t  A where A i s  t h e  maximum amplitude o v e r  a l l  

speech samples i n  an u t t e r a n c e .  Reca l l  t h a t  speech samples 

a r e  quant ized  t o  215 l e v e l s  when s t o r e d  on computer d i sk .  

Only i n t e g e r s  ranging from -214 t o  214-1  a r e  t h e n  p o s s i b l e  

f o r  r ep resen t ing  speech. The i n p u t  ga in  t o  t h e  c o n v e r t e r  

( i n  A/D mode) i s  then kept  a t  a  c o n s t a n t  value.  This  va lue  

must no t  be too  l a r g e ,  a s  ove r loads ,  which a r e  i n d i c a t e d  



. . 
by the A/D overload light, are to be avoided. Table.6.1.1 

lists a few characteristics of 14 utterances which are 

described below. The value of A is set at the maximum over 

the most positive amplitude and the absolute value of the most 

negative amplitude. Values for fiG and Bp of 5 bits each 

were allocated to the pitch and gain. According to [lo] 

these should result in reasonably good quality speech. Indeed 
. . 

it was observed that with only pitch and gain quantization, 

the output speech is almost indistinguishable from that 

synthesized with no quantization at all. 

In all, 14 speech files of approximately 2 to 3 seconds 

in duration, were recorded and stored on computer disk, 

as described earlier. The data were chosen from a selection 

of well-known phonetically balanced utterances, 141: 

(1) OAK IS STRONG AND ALSO GIVES SHADE 

(2) CATS AND DOGS EACH HATE THE OTHER 

(3) ADD THE SUM TO THE PRODUCT OF THESE THREE 

(4') THIEVES WHO ROB FRIENDS DESERVE JAIL 

(5) THE PIPE BEGAN TO RUST WHILE NEW 

(6) OPEN THE CRATE BUT DON'T BREAK THE GLASS 

There were 3 adult male speakers and 2 adult female speakers. 

The first male uttered sentences (1) , (3) and (4) ; the 

second male, sentences (2) and (3) and the third, (1) , (3) 

and (4). The first female uttered ( 2 ) ,  (3), ( 5 )  and the 



second ( I ) ,  ( 3 )  and ( 6 ) .  A f i l e  w i l l  be  denoted by a-b-c, 

where a  s t a n d s  f o r  t h e  sex  of  t h e  speaker  (M o r  F ) ,  b  which 

o f  t h e  s p e a k e r s  o f  t h e  same sex  and c ,  which o f  t h e  above 

6  sen tences .  A speech  sample i s  denoted by s ( n )  and t h e  

speech c h a r a c t e r i s t i c s  i n  Table 6 . 1 . 1 ,  a r e  t aken  over  t h e  

whole speech f i l e .  

Ana lys i s  c o n d i t i o n s  

The v a r i a b l e  f i l t e r  c u t o f f  f requency was s e t  a t  5 KHz 

w i t h  a low p a s s  f l a t  ampl i tude c h a r a c t e r i s t i c .  The sampling 

f requency of  t h e  c o n v e r t e r  i n  A/D mode was set  a t  1 0  KHz. 

The c u t o f f  i s  a b r u p t  enough t o  make t h e  c o n t r i b u t i o n  t o  t h e  

spectrum,of a l i a s i n g  and zeroes i n t roduced  i n  t h i s  way, 

n e g l i g i b l e .  The SIFT a lgo r i t hm i s  t h e n  a p p l i e d  t o  produce 

1 4  p i t c h  f i l e s ,  one corresponding t o  each  i n p u t  speech f i l e .  

SIFT uses  an e l l i p t i c  f i l t e r  o f  t h i r d  o r d e r ,  i n  p r e f i l t e r i n g  

t h e  speech f i l e  down t o  1 KHz. The f i l e  i s  t h e n  downsampled 

t o  2 KHz. (Th i s  i s  a computer s imu la t ion :  a l l  t h e s e  

o p e r a t i o n s  w e r e  c a r r i e d  o u t  wi th  FORTRAN programs) .  The 

frame r a t e  w a s  50 Hz, t h e  a n a l y s i s  length N ,  80 and t h e  

l i n e a r  p r e d i c t i o n  f i l t e r  o r d e r  M, was 4 .  The p re l imina ry  

tes t  lower g a i n  v a l u e  was s e t  t o  G /300 where Gmax i s  - max 

ob ta ined  from Table  6 .1 .1  a s  was d i s c u s s e d  prev ious ly .  

This  same v a l u e  of  Gmax was a l s o  used i n  q u a n t i z a t i o n  

s t u d i e s .  Then, t h e  3 3  a u t o c o r r e l a t i o n  v a l u e s  R (1) , R (2 )  , . . . . , 



Table 6.1.1 

File .Min s ( n )  Max s (n)  E s (n) 



R(33) are obtained from the last 76 samples in the 80 samples 

analysis frame. Following Figure 3.2.1, the procedure 

up to now is called STEP 1 and the further processing of 

the autocorrelation values R(n) is called STEP 2. For 

additional details, see Section 3.2 and [9]. The pitch 

decision of the SIFT algorithm, for each analysis frame 

in the speech file, is then stored in a pitch file. Recall 

that, because of the error detection and correction 

performed in STEP 2, there is a delay of 2 frames in the 

computation of the pitch. 

Autocorrelation analysis is then performed on the 10 KHz 

speech file. The frame rate fr = 50 Hz and the filter 

order M = fs(KHz) + 4 = 14. For the mth frame, the analysis 

frame length N is chosen to be -01 fs = 100 or .02 fs = 200, 

depending on whether the decision in the corresponding 

(m-2)th pitch frame is unvoiced or voiced respectively. 

Adaptive pre-emphasis using a factor p = r(l)/r(O), and 

windowing using a Hamming window with a scale factor of .54, 

is done prior to this linear prediction analysis. The pitch, 

gain and reflection coefficient information for each analysis 

frame is then stored in a speech parameter file. Statistics 

necessary in the evaluation of the covariance matrix R are 

then gathered about the ki' s. Statistics, about the 1 file of 

reflection coefficients corresponding to speech file M-1-3 

and about the 14 files of reflection coefficients were 



separately compiled in order to study their dependence on 

the text and speaker. For the purpose of calculating R 

and EBi as required in METHOD I, Eki must first be obtained. 

The values of the Eki and Varki are shown in Table 6.1.2 

for the 1 file and 14 file statistics. Other data on the 

kils will be presented when results on METHOD I1 are 

discussed. Table 6.1.3 and 6.1.4 are computer printouts 

from the Jacobi diagonalization Fortran program using 1 file 

and 14 fL1e statistics respectively. 

N is the filter order and thus is the rank of the 

covariance matrix. In this program, this matrix is denoted 

by A instead of R and because of its symmetry, only its 

upper triangular form is stored. ITER counts the number 

of times the whole procedure is repeated, and ITMAX is the 

maximum number of these iterations allowed in the program. 

SIGMA 1 and SIGMA 2 are respectively 

N 
E (ai (k))2 and E (ai 
i=l i=l 

of the previous discussion on Jacobi diagonalization leading 

to (5.4.4). EPSl and EPS2 are arbitrary threshold 

values used in the zeroeing of some elements a lm (k) and in 

the selection of the value of a in orthogonal matrix U k' 

respectively. Approximate convergence is achieved when 
.... ..... ...... 

I..... ...... \..... ..... ..... 
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With the values of EPS1, EPS2 and EPS3 as listed in the 

printouts, it can be seen that the matrix has for all 

practical purposes been diagonalized, after only 4 

iterations. The diagonal elements are the eigenvalues of 

A and the eigenvectors , , ...., corresponding 

to each eigenvalue X appear in the columns of matrix T. i 

For additional details concerning the flowchart and the 

program listing, see [19] . 
Straightforward calculation yields 

and 

L- - E q  = .204 for 
1 

file statistics. This is 

on some data should yield 

14 
C d K  = 2.881, for 1 file statistics 

1 i=l 

14 
E = 3.181, for 14 file statistics 

i=l 

1 file as opposed to -127 for 14 

to be expected since statistics 

larger correlation values, than 

when other less correlated data are added to the previous data. 

Table 6.1.5 lists characteristics of the orthogonal 

parameters 0 and also the number of levels Ni for METHOD I.. i 



Note 

hi. 

that the eits are listed in order of decreasing variance 

M 
The range L I @ . . ]  is denoted by Ri. 

j=l 7 1  14 
For 1 file statistics, the total variance is 1 Ai = .783 

i=l 

whereas for the 14 file statistics, it is .888, which is larger as 

expected. Also the variance is allocated among the parameters in 

the same way for both statistics. Notice that the range is always 

much larger than v. For the smallest hi, it is in fact 31 

and 26 times larger than Ri for the 1 and 14 file statistics 

respectively. 

The probability distribution of the kits does not depend 

on the.filter order M for all i < MI i.e. taking two arbitrary 

filter orders M1 and M2, the distributions are the same for 1' i 

< min (M1, M 2 )  In [21] a filter order M = 12 is used as opposed - 

to M = 14 in the present study. Similarly it is expected that 

the probability distributions of the Oils do not depend very 

much on the value of M if the latter is large because the variance 

and the cross-correlation of the k.'s decreases as i increases. 
1 

Comparing the 12 eigenvalues from Table 1 in [211, it is found 

that the sum of the 12 variances is roughly the same and is also 

distributed in the same way. 

From a previous discussion, the expected spectral 

deviation for each parameter is E ( E ~ ~ ~ ) / M  = 3.5dB/14. The 

optimum allocation of levels Ni to each orthogonal parameter 

Bi is listed in Table 6.1.5 for METHOD I. Ni is first 

computed in floating point notation. The values obtained 



Table 6.1.5 

1 f i l e  s t a t i s t i c s  1 4  f i l e  s t a t i s t i c s  



a r e  then  rounded o f f  t o  t h e  nex t  g r e a t e r  i n t e g e r .  From 

i n s p e c t i o n  of  Table 6.1.5,  it i s  seen  t h a t  w i t h  one minor 

except ion under 1 f i l e  s t a t i s t i c s ,  Ni dec reases  a s  X i 

decreases .  Converting l e v e l s  t o  b i t s  and a l l o c a t i n g  Bp 

b i t s  t o  p i t c h ,  BG b i t s  t o  g a i n ,  w i t h  a  frame ra te  fr, t h e  

t o t a l  b i t  r a t e  i s  

I n  t h e  p r e s e n t  s tudy ,  f r  = 50 Hz, BG = B p  = 5. I n  [ l o ] ,  

an e x t r a  b i t  pe r  frame i s  a l l o c a t e d  t o  t h e  v a r i a b l e  pre- 
h 

emphasis p = r (1) /r ( 0 ) .  The l e v e l s  are al = 0, V2 = -9 

and t h e  boundar ies  a r e  vl = 0 , p2 = -6 , U 3  = 1.0 .  But a s  

w i l l  be seen under t h e  r e s u l t s  of METHOD 11, t h e - a b s e n c e  

o r  presence of  pre-emphasis q u a n t i z a t i o n  is i n s i g n i f i c a n t  

pe rcep tua l ly .  Then, using t h e  above formula f o r  t o t a l  

b i t  r a t e ,  2539 b i t s / s e c  and 2674 b i t s / s e c  a r e  r e q u i r e d  f o r  

t h e  1 f i l e  and 1 4  f i l e  s t a t i s t i c s  r e s p e c t i v e l y ,  i f  ~ ( 6 ~ ~ ~ )  

i n  t h e  asymptot ic  minimum d e v i a t i o n  scheme, is  n o t  t o  exceed 

3.5 dB. 

Table 6.1.6 l is ts  r e s u l t s  f o r  t h e  or thogonal  parameters  

and r e f l e c t i o n  c o e f f i c i e n t s ,  us ing  METHOD 11. Only t h e  

1 4  f i l e  s t a t i s t i c s  r e s u l t s  of t h e  J a c o b i  d i a g o n a l i z a t i o n  w i l l  

be u t i l i z e d ,  because i n  o rde r  t o  o b t a i n  a  good r e p r e s e n t a t i v e  



time average of the sensitivity and relative frequency 

of occurrence of the parameter, a large number of frames 

encompassing all I 4  files is required. Table 6.1.6a then 

lists the variance Xi, the range Ri (both also found in 

Table 6.1.5), the values 0. and gi at which the probability 
-1 

distribution of Bi is truncated and the number of levels N i 
under the min ~ ( 6 ~ ~ ~ )  scheme, for each of the orthogonal 

parameters 0 i. 

Table 6.1.6b then lists the values k. and Ei at which 
-1 

the probability distribution of the kils is truncated, the 

number of levels, Nil, using i-nverse sine quantization, and 

the number of levels, Ni2 using the min ~ ( 6 ~ ~ ~ )  quantization 

scheme, for all kits. The number of levels have been 

calculated using the bound E(Etot)/M = 3.5dB/14 for all 

parameters in all 3 of the quantization schemes. 

With BG = Pp = 5, fr = 50 Hz, as in METHOD I, the total 

number of bits required if a bound ~ ( 6 ~ ~ ~ )  = 3.5dB is not 

to be exceeded, is 3070 bits/sec for inverse sine quantization 

of the kil s, 2750 bits/sec for min E (Etot) . quantization 

of the kils and 2884 bits/sec for min E (DtOt) quantization 

of the Bil s. Min E (Dtot) quantization of the kil s is therefore 

slightly superior to inverse sine quantization of the kits 

as predicted in the theoretical study of [121. Unfortunately, 

M M 
even though Z L as was already derived using 

i=l. i=l 



Table 6.1.6a 

METHOD I1 



Table 6.1.6b 

METHOD I1 



- 
Holder's inequality, min E(Dtot) quantization of the 

orthogonal parameters is not an improvement over min E(D ) tot 

quantization of the reflection coefficients as far as 

the bit rate is concerned, given a fixed bound ~(6,~~). 

The final conclusion must however be based on perception 

tests since the actual hearing mechanism is far frombeinq under- 

stood. But first, before quantizing the input parameters, 

the quantization levels and boundaries must be known. A 

few approximations will be made in both METHOD I and 11. 

So the graphical results obtained in both cases will first 

be compared. Figure 6.1.la and Figure 6.1.2a represent 

the 14 file statistics Gaussian probability 'density function 

of the first and second largest variance 8i'~, as used 

in METHOD I. Figure 6.1.lb and 6.1.2b are the corresponding 

14 file statistics relative frequency of occurrence histo- 

grams asused in METHOD 11. The corresponding diagrams are 

to the s.ame scale and a quick inspection will show that 

they are quite similar. The Gaussian assumption is then 

not a bad one. For the largest variance Bit Figure 6.1.3 

is the average sensitivity of METHOD I using 1 file 

statistics, Figure 6.1.4, using 14 file statistics and 

Figure 6.1.5 the time averaged sensitivity of METHOD 11. 
< 

All 3 graphs are to the same vertical scales. For Figure 

6.1.5, the value of the sensitivity will depend on the number 

of occurrences at a particular value of 8 and consequently i 
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ORTHOGONAL PARAMETER 

Figure 6.1.la: Gaussian probability density function of the 

second largest variance orthogonal parameter. 



Orthogonal Parameter 

Figure 6.1.lb: Relative frequency of occurrences histogram 

of the second largest variance orthogonal 

parameter. 



ORTHOGONAL PARAMETER 

Figure 6.1.2a: Gaussian probability density function of 

the largest variance orthogonal parameter. 



Figure  6.1.2b: 

Orthogonal Parameter 

R e l a t i v e  frequency of o c c u r r e n c e s  his togram 

of  t h e  l a r g e s t  v a r i a n c e  o r thogona l  parameter .  



Orthogonal Parameter 

Fisure 6.1.3: The average sensitivity function of the largest 

variance orthogonal parameter, using METHOD I 

with 1 file statistics. 



Orthogonal Parameter 

Figure 6.1.4: The average sensitivity function of the largest 

variance orthogonal parameter, using METHOD I 

with 14 file statistics. 



Orthogonal Parameter 

Figure 6.1.5: The time-averaged sensitivity function of the 

largest variance orthogonal parameter, 



t h e  graph i s  t r u n c a t e d  because t h e  p .d . f .  of t h e  or thogonal  

parameter i s  t runca ted .  Ext rapola t ion  of t h e s e  r e s u l t s  

o u t s i d e  t h i s  t r u n c a t e d  range would g i v e  t h e  i n d i c a t i o n  t h a t  

t h e  s e n s i t i v i t y  might be unbounded a s  B i  + 2 Ri. This  would 

n o t  be s u r p r i s i n g  i n  view of  t h e  f a c t  t h a t  s i s  a l i n e a r  e i  
combination of s ' s  each of which becomes unbounded a s  

k i 
B i  + k R because then  a l l  1 k .  1 +. 1. The t r u n c a t e d  pod.  f .  i 3 

w i l l  however be r e s p o n s i b l e  f o r  f l a t t e n i n g  o u t  t h e  q u a n t i z e r  

curve U (x) a s  B i  moves away from E0 i ' Figure  6.1.3 and 6.1.4 

show c l e a r  s p i k e s  o u t s i d e  t h e  above t runca ted  i n t e r v a l ,  

a  reg ion  where t h e  v a l u e s  EBm had t o  be changed t o  (5.4.20) 

o r  t o  8m a s  expla ined  e a r l i e r .  It i s  t h e r e f o r e  seen  t h a t  

a s  f a r  a s  t h e  s e n s i t i v i t y  i s  concerned, METHOD I and I1 g i v e  

q u i t e  d i f f e r e n t  r e s u l t s ,  There was no guarantee  t h a t  t h e  

outcome should be s i m i l a r  under t h e  assumption t h a t  the 

average of t h e  s e n s i t i v i t y  f o r  a  f i x e d  B i  i s  g i v e n  by t h e  

s e n s i t i v i t y  a t ,  t h e  average va lues  of  O m ,  o r  am, or by 

(5.4.20)  f o r  a l l  m # i. Nevertheless  t a k i n g  t h i s  s e n s i t i v i t y  

func t ion  i n  conjunct ion  w i t h  t h e  Gaussian d e n s i t y  seems t o  

g ive  comparable r e s u l t s  f o r  t h e  number of l e v e l s  and as 

w i l l  a l s o  be seen below, f o r  t h e  shape of t h e  q u a n t i z e r  

curves .  

S imi la r  sets of 3  s e n s i t i v i t y  graphs a r e  o b t a i n e d  f o r  

a l l  smal le r  va r i ance  or thogonal  parameters.  F i g u r e s  6.1.6, 

6.1.7, 6  -1.8 a r e  t h e  min E (Etot) q u a n t i z e r  c u r v e s  of t h e  



Figure 6.1.6: 

Orthogonal Parameter 

The unnormalized quantizer curve for the 

largest variance orthogonal parameter using 

METHOD I with 1 file statistics. 



Orthogonal Parameter 

Figure 6.1.7: The unnormalized quantizer curve for the 

largest variance orthogonal parameter using 

METHOD I with 14 file statistics. 



ORTHOGONAL PARAMETER 

Figure 6.1.8: The unnormalized quantizer curve for the 

largest variance orthogonal parameter using 

METHOD 11. 



largest variance ei for METHOD I using 1 file statistics, 

METHOD I using 14 file statistics and METHOD I1 using 14 file 

statistics respectively. The third graph is somewhat 

different from the first two and is not to the same scale 

either. As far as finding the levels and boundaries it 

is only necessary to know the shape of the quantizer curve 

although its correct normalization is required in computing 

the number of levels. It is seen from Table 6.1.6a or 

from Figure 6.1.lb that the quantizer curve of Figure 6.1.8 

is flat outside the range defined by the values at which 

the probability density function of the parameter is 

truncated. This transition is less abrupt in Figure 6.1.7 

since a true Gaussian density is used as the p . d . f .  It was 

judged superfluous to include the corresponding graphs of the 

smaller variance parameters as they were even more comparable 

and symmetrical about a vertical line close to EBi. 

Figure 6.1.9at 6.1.10a, 6.1.11a are respectively the 

relative frequency of occurrence histogram, the time 

averaged sensitivty function and the min E(&) quantizer 

curve for the first reflection coefficient. Figure 6,1.9b, 

6.1.10bt and 6.1.11b are the corresponding graphs for the 

second reflection coefficient. Of course, the time averaged 

sensitivity function will depend on the number of occurrences 

at any given value of the reflection coefficient and 

consequently the graphs are truncated at the values at which 



R e f l e c t i o n  C o e f f i c i e n t  

F igure  6.1.9a: R e l a t i v e  frequency of  occur rences  h is togram 

of t h e  f i r s t  r e f l e c t i o n  c o e f f i c i e n t ,  



Reflection Coefficient 

Figure 6.1.10a: The time-averaged sensitivity function of the 

first reflection coefficient. 



Reflection Coefficient 

Figure 6.1.11a: The unnormalized quantizer curve for the 

first reflection coefficient. 
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Reflection Coefficient 

Figure 6.1.9b: Relative frequency of occurrences histogram 

of the second reflection coefficient. 



Reflection Coefficient 

Figure 6.1.10b: The time-averaged sensitivity function of 

the second reflection coefficient, 



Reflection Coefficient 

Figure 6.1.11b: The unnormalized quantizer curve for the 

second reflection coefficient. 



t h e  p r o b a b i l i t y  d e n s i t y  func t ion  of t h e  k i ' s  i s  t runca ted .  

I t  can be seen t h a t  t h e  genera l  shape of t h e s e  his tograms i s  

i n  agreement wi th  t h e  histograms and s c a t t e r  p l o t s  of [12] ,  [14] .  

Of course ,  t h e  

range. It was 

t h e  o t h e r  kit  s 

q u a n t i z e r  curve i s  f l a t  o u t s i d e  t h e  t r u n c a t e d  

a l s o  found unnecessary t o  i n c l u d e  t h e  graphs  f o r  

because a s  i inc reases ,  t h e  q u a n t i z e r  cu rves  of  

t h e  k i t s  become more symmetrical about  a  v e r t i c a l  l i n e  c l o s e  

t o  E k .  and i n  f a c t  t h e i r  shape is  more r emin i scen t  of t h a t  of  
1 

t h e  or thogonal  parameters '  quan t i ze r  curves .  

I n  t h e  c a l c u l a t i o n  of t h e  number of l e v e l s  and shape of 

t h e  quan t i ze r  curves  i n  t h e  min E(Etot )  q u a n t i z a t i o n  scheme, 

it was mentioned a l r eady ,  t h a t  t h e  i n t e g r a l s  are approximated 

by Simpson's Rule wi th  200 subdiv is ions .  There fo re  200 v a l u e s  

of s e n s i t i v i t i e s  and p r o b a b i l i t i e s  a r e  computed and assigned t o  

t h e  p o i n t  midway between t h e  ends of each subd iv i s ion ,  and 

then  99 va lues  of  t h e  unnormalized quan t i ze r  c u r v e  

a r e  obtained f o r  t h e  corresponding va lues  x which are e q u a l l y  

spaced by twice t h e  o r i g i n a l  subdiv is ion  length .  Denoting 

t h e  range by ( a , b ) ,  t h e  number of l e v e l s  i s  then  



Let W1 and W2 be respectively the closest values of x to a and 

b. Then z = U(x) can be uniformly quantized in the range 

(U(Wl) , U(W2)) because since the number of subdivisions is 

large, W and W will be respectively close enough to a and 1 2 

b to ensure that the quantizer curve U(x) will be flat 

outside a truncated range (t t ) C (W1,W2) C (a,b) . 1' 2 

It is then easy to compute all levels and boundaries 

A z if the number of levels is known. The problem is 'nl\ n 

then to find which of the 99 values U(x) is closest to one 

of the conputed &n (or 2,). Since U (x) is obviously 

monotonic in x, a Fortran program is easily implemented with 

a few DO-LOOP'S, that will search for those values xi Xi+l' 

X X jr j+l which satisfy 

W1 = X1 < X2 ...... < x = w2 99 

< and U(xi) - h - < U (xi+$ - < U(x.) < z 
7 - < U ( X ~ + ~ )  n+l - 

for all n. 

The problem is then to find values 2 x n' n+l which satisfy 

and 



such that U(Bn) = Bn and U ( X ~ + ~ )  = z n+l ' Since z was not 

computed as an analytic function of x, but is rather found 

empirically, the inverse function U-' is unknown. . However 

because the number of subdivisions is large, the function 

U in the interval (xi, can be approximated by a straight 

line and thus, linear interpolation can then be performed. 

Consequently, 2 is solved for, by using n 

This idea was applied in the min E(D ) scheme of both tot 

METHOD I and 11. For inverse sine quantization of the k Is i 

however, it is only necessary to uniformly quantize z = sin -1 
ki 

-1 -1 - in the interval (sin k ,  sin ki) and to apply the inverse 

transformation to get Bn = sin 2 and x n+l = sin z n n+l' The 

values ki - and Ei are taken from Table 6.1.6b. 

Subjective results and Conclusion 

It is first checked that the original file M-1-3 is 

perfectly reconstructed when played back through the converter 

in D/A mode. Figure 6.1.12a shows the time domain 

representation of the file covering 2.432 seconds of speech, 

sampled at 10 KHz and bandlimited to 5 KHz. Figure 6.1.12b 

is a corresponding low time resolution spectrogram of the 







f i r s t  2 seconds of  speech.  (An FFT of  l e n g t h  N=128 is  used. 

The 128 speech samples are f i r s t  windowed u s i n g  a Hamming 

window wi'th a scale f a c t o r  of . 5 4 ) .  The d a r k e r  a r e a s  

i n d i c a t e  l a r g e r  ' concen t r a t i on  of energy.  The  h o r i z o n t a l  

s t r i a t i o n s  r e p r e s e n t  harmonics of t h e  p i t c h  p e r i o d .  I f ,  i n  

a p a r t i c u l a r  i n t e r v a l ,  t h e s e  a r e  a b s e n t  and t h e r e  i s  a non- 

zero  c o n c e n t r a t i o n  o f  energy,  t hen  t h i s  i n t e r v a l  o f  t i m e  

corresponds t o  unvoiced speech. The f requency  a x i s  ex tends  

on ly  up t o  5 KHz s i n c e  t h e  speech i s  bandl imi ted .  

The speech parameter  f i l e  ob t a ined  i n  a u t o c o r r e l a t i o n  

a n a l y s i s  i s  then  i n p u t t e d  t o  t h e  s y n t h e s i z e r  program d i s c u s s e d  

i n  s e c t i o n  4 . 5 .  

h 

SYNTHESIZER s (n)  

! 
Figure  6.1.13 

S ince  t h e r e  i s  no q u a n t i z a t i o n  involved  ( e x c e p t  f o r  t h e  

n e g l i g i b l e  q u a n t i z a t i o n  i m p l i c i t  i n  t h e  i n t e g e r  s t o r a g e  of 

t h e  speech samples)  t h e  r e c o n s t r u c t e d  speech u t t e r a n c e  should  

be t h e  one most s i m i l a r  t o  t h e  o r i g i n a l  one. Other  u t t e r a n c e s  

by t h e  3  male speake r s  were a l s o  ana lyzed  i n  t h i s  way. The 

o u t p u t  speech i s  o f  accep tab le  q u a l i t y  and no th ing  p e c u l i a r  

was d i sce rned  t h a t  was n o t  a l r e a d y  d i s c u s s e d  i n  s e c t i o n  4 .6 .  



Figure 6.1.14a and 6.1.14b represent the time domain and 

corresponding spectrogram respectively. Figure 6.1.15a and 

6.1.15b demonstrate the fact that quantization of pre- 

emphasis to 2 levels results in output speech virtually 

indistinguishable from non-quantized synthesized speech. 

Figure 6.1.16a and 6.1.16b demonstrate results when, in 

addition to pre-emphasis, pitch and gain are both logarithmically 

quantized to 5 bits. The only noticeable change is the 

repression of a few consecutive peaks in the middle of the 

time domain diagram. 

Figure 6.1.17 shows the sequence of steps that was 

followed in obtaining synthesized speech using inverse sine 

quantization of the -kit s. 

Figure 6.1.17 

Figure 6.1.18a and 6.1.18b are the time domain and 

spectrogram respectively of the output speech, at a total 

bit rate of 3070 bits/sec. A slight degradation in quality 

is now perceived when the speech is compared with non- 

quantized synthesized speech. 



















~f inverse sine quantization is replaced in Figure 6.1.17 
- 

by min E (6 ) quantization of the kils, and E (Dtot) is 
tot 

fixed at 3.5 dB, there results Figure 6.1.19a and b, 

representing quantized speech transmitted at a total bit 

rate of 2750 bits/sec. It was not possible to discern any 

difference in quality when compared to speech processed 

using inverse sine quantization. 

Figure 6.1.20 then represents the sequence of steps 

followed in min E(Etot) quantization of the Bits. Figure 

6.1.21a and 6.1.21b and,Figure 6.1.22a and 6.1.22b represent 

1 file and 14 file statistics results respectively, using 

METHOD I. At ~ ( 6 ~ ~ ~ )  = 3.5 dB, the total bit rate is 2539 

bits/sec and 2674 bits/sec respectively. Finally, in the case 

of METHOD I1 on the eits, Figure 6.1.23a and 6.1.23b and, 

Figure 6.1.24a and 6.1.24b are the results for pre-emphasis 

quantization but no pitch and gain quantization, and pitch 

and gain quantization, but no pre-emphasis quantization 

respectively. The total bit rate of the quantized 

parameters is in eachcase 2884, and 2934 bits/sec respectively, 
- 

at E(Dtot) = 3.5 dB. Again the only major difference when 

pitch and gain are quantized is the repression of the same 

peaks as discussed earlier. The quality of speech produced 

by min E(Etot) quantization on the orthogonal parameters 

is very comparable to that of reflection coefficient 

quantization. If one method happens to perform better than 
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another in some portion of the- utterance, the other method 

will be found to produce speech of better quality another 

segment. Now, the following experiment was also carried out. 

The error signal of file M-1-3 was used. as input to the two- 

multiplier lattice synthesis structure. (The basic block 

diagram of the procedure is simply Figure 4.4.1)- The error 

signal is obtained by passing the nonpre-emphasized and unwindowed 

version of the original file M-1-3 through the inverse 

filter. A (z) . The pre-emphasis factor and the. reflection 

coefficients being already stored in a speech parameter file, 

it is only necessary to apply a step-up procedure on the 

k.'s in order to obtain the filter coefficients of the 
1 

inverse filter A (z) . However, the k. ' s used in the synthesizer 
1 

are those from the quaiized reflection coefficient files. 

This experiment then permits a subjective comparison of 

processed speech files in which only the reflection 

coefficients are varied. The important degradation due to 

pitch extraction is therefore eliminated. Figures 6.1.25- 

6.1.27 represent synthesized speech in which inverse sine 

and min ~ ( 6 )  quantization of the reflection coefficients, 

and min E(D)' quantization on the orthogonal parameters was applied, 

respectively. Subjectively speaking, all 3 files were almost 

indistinguishable from the original file M-1-3. 









However when the original utterances were processed, it was 

found that, on the average, inverse sine quantization produces 

speech of quality, close to that of the original, and better 

than that using min E (EL-;) quantization on the 0 ,  's, while 

min B(D ) tot 

discernable 

synthesizer 

quantization on the kits results in the most 

degradation. It must be emphasized that for this 

with the error signal as the driving function, 

14 file statistics were used on all files including M-1-3. 

File M-1-3 performs better than other files and this was first 

thought to be due to the fact that its statistics are similar 

to the statistics obtained using 14 files, For example, file 

M-1-4, whose performance is the worst, has statistics less 

comparable with the 14 5ile statistics (see Table 6.1.7) . 
However, tests using METHOD I1 with its statistics instead of 

the usual 14 file statistics seem to indicate that the 

statistics are not the major reason for the poor performance 

since the latter does not improve at all under 1 file 

statistics. 





CHAPTER VII: CONCLUSION 

Using the E(E ) fidelity criterion, it has therefore 
tot 

been verified that asymptotic min E(E ) quantization of tot 

the kits results in a slightly lower bit rate than inverse 

sine quantization, as is expected from the results of [l2]. 

Next decorrelation of the kits results in a total bit rate 

which is also lower than that using inverse sine quantization 

but unfortunately, is higher than that using min E(D ) 
tot 

quantization onthe kits. Recall from page 138, that the 

difference ~9 - z q  is not substantial for either 1 
file or 14 file statistics. As can be seen from Table 6.1,3 

and Table 6.1.4, this is because the cross-correlation in 

the original covariance matrices is not pronounced. Now 

as was already mentioned under equal area quantization 

(Chapter V) a great percentage of speech consists of silence 

and unvoiced intervals. Also, from page 102, section 5.3, 

it is stated that the frame to frame dependence of the kits 

is felt to be even more significant than the above cross- 

correlation within a frame. Afterall, the variable frame rate 

approaches of Makhoul (section 4.6) and Seneff (section 5.3) 

and the DPCM approach of Sambur all result in an average bit 

rate of about 1500 bits/sec. Hence, if decorrelation is to 

be performed, it should be followed by variable frame rate 

transmission and/or DPCM on the orthogonal parameters themselves, 



AS-was shown in [18] this can further reduce the bit rate 

in DPCM by about 500 bits/sec. 

Notice that if the spectral deviation D is an adequate 

representation of the hearing mechanism, then as discussed 

previously a value of D in the range 3 to 4dB is required 

if a difference is to be perceived. As the gain quantization 

is done independently, the distance measure D depends only 

on the kits. As the degradation due to the use of pitch 

in the construction of the driving function to the synthesizer 

masks the differences in quality among the 3 reflection 

coefficient quantization methods studied, it was decided in 

the end to use the error signal as driving function to the 

synthesizer. In Chapter V two fidelity criteria were 

introduced: the maximum spectral deviation bound, max (Etot) 

and the expected spectral deviation bound, E(Et,,). The 

~ ( 6 ~ ~ ~ )  criterion was then chosen for study. It is then 

found thatmin ~ ( 6 ~ ~ ~ )  quantization on the eims results in 

speech quality slightly superior to that using min E ( 6  ) tat 

quantization on the kits. However the performance under these 

two methods is noticeably worse than that under inverse sine 

quantization on the kits. In fact, the latter method results 

in speech quality fairly close to that of the original 

utterance:. But, from Chapter V ,  it is observed that inverse 

sine quantization does 

but instead, minimizes 

not minimize the E ( D - ~ ~ ~  ) criteria, 

the max (Etot) criteria. The fact 



that under the ~ ( 6 ~ ~ ~ )  criterion inverse sine quantization is 

subjectively a better scheme than min ~ ( 5 ~ ~ ~ )  quantization, 

seems to suggest that, as far as the minimization of criteria 

is concerned, the max (Etot) criterion is a better approximation 

to some aspect of the hearing mechanism than the E(D ) tot 

criterion. 

For this error signal synthesis, the degradation in 

quality (which on the average is especially apparent when 

using min ~ ( 6  ) quantization on the kils, shows itself 
tot 

in the introduction of discontinuous dips and peaks fairly 

well distributed throughout the whole speech file (see 

Figures 6.1.28-6.1.31). However, the difference in .quality 

between the original utterance and the unquantized linear 

prediction synthesized utterance, is even greater. The reason 

for this was discussed before: linear prediction is only an 

incomplete description of the speech production mechanism 

and among other things, the actual pitch values for each frame 

are not necessarily extracted. It is possible that these 

errors are larger than those resulting from quantization (as 

is the case here). The natural quality of the speech is also 

degraded because of the difficulty in reproducing speech 

when dealing with nasal and fricative sounds and, fast 

transitions from one class of sounds to another. Additional 

problems also arise because of the use of a fixed frame 

analysis. 











I f  t h e  a c t u a l  hear ing  mechanism was unders tood,  then  

which parameters  should be e x t r a c t e d  from t h e  speech  waveform 

and how they  should be quant ized  would then  be known. Only 

f u r t h e r  b a s i c  r e s e a r c h  i n t o  speech product ion and hear ing  

mechanisms and t h e  cons t ruc t ion  of e f f i c i e n t  a lgo r i thms  w i l l  

permit  t h e  r educ t ion  of t h e  t o t a l  b i t  r a t e  by a g r e a t  f a c t o r  

and a t  no p r i c e  i n  speech q u a l i t y .  



Appendix A 

kX ( X I  
I t  is  r e q u i r e d  t o  show t h a t  u ( x )  = 

Proof:  ( f rom 1151) Transform c o o r d i n a t e s  t o  z  = U(x) .  

Then, u s ing  (5.1.17) 

sx (x)  
Hence i f  u ( x )  = t hen  s ( z )  i s  a  c o n s t a n t  

jb sX(X)dA Z 
a 

s e n s i t i v i t y  measure. The problem reduces  t o  p rov ing  that a 

c o n s t a n t  s ( z )  minimizes max 5 i f f  z  is uniformly quan t i zed .  z 

Necessary c o n d i t i o n :  l e t  s Z ( z )  = C ,  a c o n s t a n t .  
- C Then i f  z i s  uniformly quan t i zed  i n t o  N l e v e l s ,  max D = - 

2N ' 

C However, i f  i t  i s  n o t  uniformly quan t i zed  max D > - 2N ' 

Consequently,  if s Z ( z )  = C, t h e n  uniform q u a n t i z a t i o n  of z 

i s  r equ i r ed .  

S u f f i c i e n t  cond i t i on :  l e t  z  b e  uniformly quan t i zed .  

Then i f  s ( z )  i s  n o t  c o n s t a n t  it is  obvious  t h a t  non uniform z 
q u a n t i z a t i o n  of  z w i l l  dec rease  max D. Consequently i f  un i form 



q u a n t i z a t i o n  o f  z  i s  t o  be  op t imal ,  s ( z )  must b e  cons t an t .  z 

Next, it i s  shown t h a t  t h e  same choice  o f  u (x )  a l s o  minimizes 

t h e  entropy H f o r  f i x e d  E ( D )  i n  t h e  asympto t ic  l i m i t  of  

l a r g e  N. 

Proof:  (from [121) 

S u b s t i t u t i n g  ( 5  .l. 19) i n  (5.1.20) y i e l d s  

Reca l l  from Chapter  V,  t h a t  t h e  i n t e g r a l  o f  u(x) o v e r  ( a ,b )  

i s  normalized t o  1. Now, us ing  t h e  fo l lowing  i n e q u a l i t y  

( s t a t e d  i n  [121) 

s a t i s f i e d  w i t h  e q u a l i t y  i f f  

y i e l d s  
s p  

H - > -log4E(D) + E l o g  
P,(x) 

t h e  lower bound b e i n g  a t t a i n e d  by t h e  above cho ice  of u(x) . 



A 1 
A '  ( e j O )  2 

TO show t h a t  IJJ = - IT 1 
2n  -T A ( e j e )  I 

i s  e q u i v a l e n t  t o  (A' l A ' )  , where A i s  t h e  l i n e a r  p r e d i c t i o n  
(A,A) 

a n a l y s i s  f i l t e r .  

Proof:  (from 1111 ) ] A '  1 i s  t h e  i n v e r s e  F o u r i e r  t r a n s f o r m  

of t h e  a u t o c o r r e l a t i o n  r ' ( n )  of t h e  sequence {ai '] .  But a  

a = 0 f o r  i $! (0,M) which imp l i e s  t h a t  r,' (n)  is  z e r o  f o r  
i 

2 I n  1 >M. L e t  t h e  a u t o c o r r e l a t i o n  of  a/ !A 1 be p (n)  . , (B-1) 

can then  be w r i t t e n  as 

But by the c o r r e l a t i o n  matching of  s e c t i o n  2 .l, p ( n )  = r ( n )  

f o r  In 1 - CM. S u b s t i t u t i n g  t h i s  i n  t h e  .above summation, (B-1) 

. is  seen  t o  be e q u i v a l e n t  t o  

L e t  E '  = A'S. Then by P a r s e v a l ' s  theorem, 



: 

Note t h a t  ( A 1  , A t )  i s  g r e a t e r  t han  t h e  minimum v a l u e  a s i n c e  

a = ( A , A )  i s  t h e  e r r o r  s i g n a l  energy of  t h e  l i n e a r  p r e d i c t i o n  

a n a l y s i s .  

Also recal l  from Chapter I1 t h a t  

(A(z)  , z - ~ )  = 0 f o r  i = 1 , 2  ,.... #M- 
Since  A(z)  -A1 ( z )  does  n o t  c o n t a i n  z O ,  A(z)  i s  o r thogona l  

t o  it and consequent ly  

Therefore ,  t h e  r i g h t  hand t e r m  i n  (5.3.11) can b e  w r i t t e n  as 

which i s  

i n  t h e  l i m i t  o f  s m a l l  A X .  



H o w e v e r  consider 

~ ( e ~ ~ ; X + h h ) - ~ ( e j ~ ; X )  . A A ( ~ " )  L e t  x = - 
A ( e j 0 ; h )  A ( e j O ; X )  

t hen  t h e  i n t e g r a n d  in ( B - 3 )  b e c o m e s  

1 n l l + x l 2  = ~ n [ ( l + x ' ) ( l + x * ) ~  

2, 2 R e x +  lx 1. for s m a l l  x. 

H o w e v e r  

C o n s e q u e n t l y  (B -3 )  i s  a p p r o x i m a t e l y  (B-2 )  and therefore 



f o r  smal l  A X .  B u t  n o t i c e  t h a t ,  a f t e r  t h e  g a i n  c o n t r i b u t i o n  

i s  s u b s t r a c t e d ,  a s  was done f o r  (5.3.11) , d i s t a n c e  measure 

(5.1.2) wi th  p=l  i s  

I t  is  s i m i l a r  t o  (B-3) excep t  t h a t  t h e  ' a b s o l u t e  v a l u e  o f  

t h e  l o g  t e r m  i s  t aken  b e f o r e  i n t e g r a t i n g .  This is  an a d d i t i o n a l  

reason  f o r  p r e f e r r i n g  d i s t a n c e  measure (5.1.2) t o  (5.1.5), 

because t h e  a b s o l u t e  va lue  prevents  c o n t r i b u t i o n s  w i t h  

t o  cance l  t hose  w i t h  

as can happen i n  (B-3) [15] . 



I t  i s  d e s i r e d  t o  o b t a i n  bounds concerning s p e c t r a l  

d e v i a t i o n s ,  f o r  t h r e e  d i f f e r e n t  q u a n t i z a t i o n  schemes. The 

optimum b i t  a l l o c a t i o n  procedure  f o r  t h e s e  t h r e e  methods 

w i l l  t h e n  b e  d i scussed .  I t  i s  f i r s t  necessary t o  g e t  a 

bound on t h e  o v e r a l l  s p e c t r a l  d e v i a t i o n  when a l l  parameters  

. .are s imu l t aneous ly  quan t i zed .  Dis tance  measure (5 .1 .2)  w i l l  

b e  used throughout .  From t h e  t r i a n g l e  i n e q u a l i t y  (5 .1 .10)  , 

it fo l lows ,  i n d u c t i v e l y ,  t h a t  

where 5 1 = ?!.I E.T+l = - A "  and a l l  ti a r e  L-vectors  w i t h  
7 - 

= . components 5 . j 1 2 . . L  

Expand D ( < . r c i + l )  i n  a Taylor  series about  E i =  
1 -- - 

But D ( S i , S i )  = 0 .  -- - 
Therefore  r e p l a c i n g  tl-esum ove r  index i by an i n t e g r a l  ove r  a 

cont inuous  v a r i a b l e  ( 5 )  
- j 



Def in ing  A y  - = ( 0  , O r . .  . , O  , ( A y )  , O r . .  . , 0 )  t h e  i n t e g r a n d  could 
- j  

have been  w r i t t e n  as 

s i n c e  on ly  one parameter ( 5 )  i s  v a r i e d  by t h e  d e f i n i t i o n  o f  - j 
a  p a r t i a l  d e r i v a t i v e .  However t h e  i n t e g r a n d  i s  a  f u n c t i o n  

of  - 5 and i n  going from - X t o  - A " ,  v a r i a t i o n s  have n o t  been 

r e s t r i c t e d  t o  any p a r t i c u l a r  s u b s e t  o f  parameters .  Therefore  

l i m  D ( g l y f A y _ )  - D ( & Y _ )  

( A x )  j+O ( A x )  

choose a  pa th  

y = l  

such t h a t  
< 



and o n l y  Am = ($m)m v a r i e s  i n  going from p t  &, t o  p t  &,+l - 
Using t h i s  pa th ,  

where s (L) i s  w r i t t e n  a s  s ( ( 5) ,) t o  emphasize t h e  (5), (51, - 
f a c t  t h a t  on ly  t h e  parameter  (<)m - v a r i e s  i n  going from 

@ t o  $m+l. A s  a  r e s u l t  of  t h i s  r e s t r i c t i o n ,  t h e  d e f i n i t i o n  
i n  

of 5 can now be  used t o  o b t a i n  

The X A  a r e  t o  b e  i n t e r p r e t e d  a s  a r b i t r a r y  b u t  f i x e d  quan t i zed  

va lues '  of Am. Then choose t h e  L parameters A which will m 

maximize D ( X , X u ) .  - - Since (C-2) i s  t r u e  f o r  any v a l u e s  o f  t h e  

parameters  X m 

max L max - max - 1 

- 
< C 

max 
- D ( X 1 t X 2 r * - h m - 1 r  - ; A  , A 2 #  - - ~ , - l J ; ; I I . . X L )  

m = l  X 1 ' X 2 ' .  . X~ L 1 



L e t  Xm be  uniformly and f i n e l y  quan t i zed  i n t o  Nm l e v e l s  

( 'm i s  an a r b i t r a r y  t r a n s f o r m a t i o n  of  a  r e f l e c t i o n  c o e f f i c i e n t  

km) . Then 

Now cons ide r  t h e  E D ( X , X " )  - - where t h e  average i s  over  t h e  

. . .  random v a r i a b l e s  A l l  A 2 , .  Denote t h e  p r o b a b i l i t y  o f  t h i s  
A~ 

s e t  o f  parameters  by p(A X 
A ~ )  

. This can b e  
1' 2'"" 

. r e w r i t t e n  as p  (A1,  A 2 .  ... A L / A m )  p  ( Am) . Hence 

A 1 f A 2  
..., A f o r  f i x e d  Am. S ince  m-1  parameters  a r e  a l r eady  

L 

q u a n t i z e d  i n  cjm, i n t e g r a t i n g  p(X1,X 2 . . .  X L / l m )  5 ($m; $m+l) over  

any one o f  t h e s e  m - 1  parameters  ( s ay  t h e  j t h  one) , y i e l d s  

where A1.'(n) i s  t h e  q u a n t i z e d  va lue  of  t h e  j t h  parameter  i f  
3 

t h a t  parameter l i es  i n  ( A .  ( n )  , h ( n + l )  ) . For f i n e  q u a n t i z a t i o n  
3 



of a l l  L parameters,  r ep lace  $m and h+l, by ( A 1 J 2 ,  ..., 

'm-1 'm' 'm+l . A L  and ( A I I A  *... A ,  . . . A )  r e s p e c t i v e l y  

and 5 can appear i n s i d e  t h e  i n t e g r a l  i n  t h e  above express ion  

which reduces then to:  

f u r t h e r  i n t e g r a t i n g  t h i s  over a l l  parameters hiZmI an average 

denoted by Em i s  obtained.  Hence, f o r  f i n e  quan t i za t ion ,  

which by t h e  previous asymptotic r e s u l t  i n  t h e  s i n g l e  parameter 

case ,  equals  

where E s  ( A m )  is t h e  average over a l l  o t h e r  parameters h 
'm i + m g  

A bound oh t h e  t o t a l  s p e c t r a l  d e v i a t i o n  must now be - 
M -i found when A(z)  = I: aiz i s  fac to red  i n t o  a product  of 

i = O  

quadra t i c  polynomials and 2 parameter quan t i za t ion  i s  app l i ed  

on each of  t h e s e  polynomials. F i r s t ,  f a c t o r  A(z) i n t o  q 



polynomials: AIA 2 . . .Aq .  Denote t h e  corresponding quan t i zed  

polynomial A '  ( 2 )  by A; A;. . . A '  S u b s t i t u t i n g  i n  (5 .1 .2)  
q '  

y i e l d s  ( g a i n  normal iza t ion  o (X)  - = 1) 

Now by t h e  Minkowski i n e q u a l i t y  [20  1 

This  can b e  gene ra l i zed  i f  x + yi i s  rep laced  by 2 x.. i j = l  3' 

t o  y i e l d  

Replacing t h e  summation by an i n t e g r a l  g ives  

l e t  d t  = dt3 and 



i f  lM/2J = M/2, t h e n  q = 1M/21 and each A w i l l  b e  a 
j 

q u a d r a t i c  polynomial.  From (5.3.26) , t h e  j t h  t e r m  i n  (C-5) 

becomes - -I; 

I f  M/2 # L M / ~ ]  , t h e n  t h e r e  i s  a  l e f t o v e r  l i n e a r  t e r m  1 + a lz - l .  

T r e a t i n g  it a s  a  l i n e a r  p r e d i c t i o n  f i l t e r  of  o r d e r  M = I ,  a  s i n g l e  

parameter  a n a l y s i s  i s  a p p l i e d  s i n c e  t h e r e  is o n l y  one parameter ,  

namely a  = kl. R e c a l l  t h a t  a  gene ra l  f i l t e r  A(z;X) i s  a  
1 

l i n e a r  f u n c t i o n  o f  each k and t h e r e f o r e ,  u s i n g  t h e  r e c u r s i o n  i 

fo rmulaedeve loped  i n c h a p t e r  11, A(z;X) = A  ( ~ ) + k ~ B ~ - ~ ( z ) -  
M-1 

But k  does n o t  appear  i n  any A Bm where m<M. A s  a  r e s u l t  
M m'  

a A 
- ( z ; X ) = B  ( 2 )  

M- 1 s o  t h a t  
a k ~  

 heref fore i n  t h e  2  parameter  q u a n t i z a t i o n  scheme, [14 ] ,  t h e  

f i l t e r  of o r d e r  M = l  w i l l  c o n t r i b u t e  a  term 



There  remains t o  determine t h e  optimum a l l o c a t i o n  

of  b i t s  which minimizes t h e  t o t a l  b i t  r a t e  B = E l o g  Ni, 
i 

s u b j e c t  t o  e q u a l i t y  c o n s t r a i n t s  on t h e  t o t a l  bounds. Denoting 

bounds (C-3) and (C-4) by max Dtot and  ED^^^ r e s p e c t i v e l y ,  

it i s  seen  t h a t  t h e i r  dependence on. t h e  N i l s  are b o t h  o f  

t h e  form 

z T ~ / N ~  where Ti does n o t  depend on Ni. (C-9) 
i=l 

This  c o n s t r a i n t  problem i s  then  s o l v e d  by i n t r o d u c i n g  a 

Lagrangian m u l t i p l i e r ' y  and a f u n c t i o n  F de f ined  by 

The s o l u t i o n  i s  g iven  by 

The va lue  o f  t h i s  c o n s t a n t  Y-l, a f t e r  s u b s t i t u t i n g  i n  (C -9 )  is 
- maxEto 

found t o  b e  either o r  depending upon which 

c r i t e r i o n  is  u t i l i z e d .  I t  i s  t h e r e f o r e  s een  t h a t  min imiza t ion  

of  t o t a l  b i t  r a te  i s  achieved by s e t t i n g  a l l  i n d i v i d u a l  

s i n g l e  parameter  bounds t o  t h e  same va lue .  

I f  however, a parameter q u a n t i z a t i o n  i s  performed, 

then  t h e  o v e r a l l  bound i n  (C-5) is  used. The Lagrangian 

m u l t i p l i e r  s o l u t i o n  of t h e  c o n s t r a i n e d  minimum i s  de r ived  

.from us ing  



LW2j Ti lW21 
To F = y - + y  C JN- - + { log  No + E l o g  N ~ }  ((2-10) 
No i=l 1 i=l 

where t h e  f i r s t  t e r m  r e p r e s e n t s  (C-8) i n  t h e  c a s e  t h e r e  is  

a l e f t o v e r  t e r m  (M/2# lM/21) , t h e  second t e r m  t h e  bound (C-5) 

. . i . . .  Ti wi th  Di = - as d e f i n e d  by (C-6) and t h e  t h i r d  t e r m  i n  
K 
1 

b r a c k e t s  i s  t h e  t o t a l  b i t  r a t e .  I f  M/2 = I M / ~ J  t h e n  To is  

s e t  t o  0 and No is  set  t o  1 i n  o r d e r  t h a t  l o g  No e q u a l s  0. 

To - 1 I f  To # 0 ,  t h e  s o l u t i o n  t o  t h e  l e f t o v e r  term is  - - as 
0 Y 

i n  t h e  s i n g l e  parameter  a n a l y s i s .  

For i = 1 , 2 , . .  . , lM/2J 

Therefore ,  i f  To#O, (deno t ing  t h e  o v e r a l l  bound on t h e  right- 

hand s i d e  o f  C-5 by D ~ ) .  

To Db Ti - Db Therefore  - = - and - - - 
No M 6 

1 
M/ 2 

2 
i f  M / 2  = lM/2j, then  To = 0 and Db = (M/2) 

Ti 
Db - o r  - - M/2 as be fo re .  

5 
1 
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