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ABSTRACT

Conventional echo suppressbrs offer inadequate performance
on circuits exhibiting long propagation delay and/or Tow echo
return loss (ERL), due to an increased incidence of double-talk and
annoying echo. Echo cancellation is an alternative technique, with
the potential of overcoming the echo problem on Tow ERL circuits
and maintaining echo control during double talk. This report
describes the design of an echo canceller with an adaptive filter.
A description of the echo control problems encountered in telephone
network is first made, then the echo suppressor device is described
and its disadvantages mentioned. Finally, the description of an
echo canceller is made. The proposed device uses nonuniform coding
which reduces its cost and size. In addition, it works well not
only during double talk but also during phase roll, which are among
the most adverse circuits conditions an echo canceller may encounter.
As an important fact, when satellite trunks are equipped with echo
cancellers the quality of the circuit equals that of domestic

terrestrial circuits.
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CHAPTER 1

INTRODUCTION

1.1 Basic Concepts

In the early 1920's Tong-distance telephone communications
via cable circuits used voice-frequency loaded cables having a
Tow propagation velocity. Only a few hundred miles of this type
of cable exhibited delays in the tens of milliseconds.

The two directions of transmission for long-distance
communications were then, as now, carried over physically separated
cable pairs. This separation of direction is called four-wire
transmission. A commercial telephone instrument transmits and
receives over the same pair of wires. Although such two-wire
transmission is entirely satisfactory for local telephone calls,
for long-distance connections it is necessary to convert from two-
wire transmission to four-wire transmission. This was, and still
is, accomplished by a hybrid transformer circuit.

To prevent energy in the receive direction from entering the
. send path, the net impedance and the impedance seen on the telephone
side of the hybrid circuit must be very closely matched. The latter,
however, varies from one telephone connection to another because of
such differences as length, wire gauge, and number of telephone

extensions. Echo, by definition, is a signal, usually reduced in



strength, returning to its sourceafter a time delay. Although
reflections also occur on Tocal and short-haul connections, the
very short delay (<10 msec.) renders the echo imperceptibie.
However, on long-haul circuits of over 1500 miles, for example,
it can no Tonger be ignored and therefore requires special
attention.

Present echo control measures consist of increasing loss
allocation in four-wire circuits up to approximately 1850 miles
and applying echo suppressors to longer circuits. In many
instances, echo suppressors introduce speech distortion in the
form of chopping of parts of words. In other instances, they do
not provide adequate echo control on Tong propagation delay circuits
due to the inherent conflict in design requirements for simultaneously
‘blocking echo and passing speech. The requirements become too
severe when echo return loss is insufficient. To overcome these
problems, echo cancellation methods have been developed. Echo
cancellation was proposed in the early sixtiesi preliminary
experiments showed that it was, at least potentially, a superior
method of echo control. It first appeared that this technique was
not economically feasible for large-scale implementation. However,
subsequent developments have proved that economy can be realized
without sacrificing the basic advantage of the cancellation technique.

Echo cancellation is a method of echo suppression on telephone

lines, which eliminates certain disadvantages of the differential



echo suppressors used at present, i.e., the occurrence of speech
mutilations ahd unsuppressed echoes experienced when both parties
speak simultaneously.

In order to facilitate further discussion, it is convenient

to define the following terms:

a) The echo path is the voice-frequency band-Timited path
between the receive and send sides of the four-wire circuit.
This circuit may consist of several links in tandem and
always includes a hybrid circuit and local two-wire
telephone connection.

b) The echo return loss (ERL) is the ratio (dB) of the echo
signal to the nominal signal level, as experienced in an
actual telephone circuit without any form of echo
protection.

c) The echo return loss enhancement (ERLE) is the apparent
increase in ERL resulting from the action of the echo
canceller.

d) The over-all echo return loss (OERL) is simply the sum of
the echo return loss and the echo return Toss enhancement,
i.e.,

OERL = ERL+ERLE



1.2 Review of the Literature

The problems of echo and propagation delay and the use of
conventional echo suppressors in telephone communications have
been extensively treated in the 1iterature1?9

The problem of delay became acute during the 1920's and 1930's
because voice-frequency circuits 500 miles and more in length were
being set up for the first time in loaded cable. The propagation
speed of these facilities was much slower than that of the open
wire used previously, and the delay became sufficient to cause
objectionable echoes.

D.L. Richards of the British Post Office performed some of the
first investigations in the field of echo-free de]aylo. Richards
was interested in the changes in the dynamics of conversations on
circuits having appreciable delay. R. Riesz and E. Klemmer at
Bell Laboratories approached the problem in a different wayLHS
They wanted to determine the reactions of users to delay in normal
telephone conversations. Krauss and Bricker‘11 and Gou]d12 performed
other tests. In testing for the effects of delay alone, researchers
have been restricted to the laboratory; when echo is permitted,
studies are also made on regular telephone calls. In the early
1960's, studies were in progress in many companies. These tests
showed that the then extant echo suppressors had to be modified
before they could be used for telephone calls on long-delay circuits.

Moreover, these studies resulted in specifications for new echo

suppressors specifically designed for long-delay circuits,



Various experimental versions of these new echo suppressors were
used in the subsequent studies on working telephone circuits. Two
major studies were conducted by Bell Laboratories in which actual
telephone subscribers participatedla. One of these versions used
in synchronous satellite communication was implemented using the
technique of a transversal filter to synthesize a replica of the

14
echo

15
In 1966, Miura, Sato and Nagata of Nippon Electric Company
described work on a digitally implemented, impulse response echo
canceller, referred to as the "hlockless echo suppressor". The
method appeared to work quite well, but was limited to time-
16
invariant echo paths. In 1967, Sondhi reported on work performed
at Bell Laboratories on an adaptive model of an echo cancellor.
Since then, much work have been done subsequently at Bell Laborato-
17-20 21=23
ries -, at COMSAT Laboratories , and by workers in
24_25 26 27 28
Australia , Germany , France and Japan . INTELSAT has
recently conducted a world-wide field trial of two echo canceller
22
prototypes, one developed by NEC and the other by COMSAT .
Objective observations of their performance on operational satellite
circuits have verified that the designs are very robust and are
able to cope with all echo-path conditions encountered; including

nonlinearities introduced by syllabically companded carrier

systems and Timited time variance. Subjective evaluations by



means of call back interviews have shown that when circuits with
Tow Toss and less than average ERL are equipped with echo
cancellers they exhibit a significant improvement in quality
relative to similar circuits equipped with echo suppressors. In
most cases about 25 dB ERLE was provided by the canceller, with
greater than 15 dB ERLE attained within the first three words of
a conversation.

Bell Laboratories had developed an echo canceller integrated
circuit which costs about one-tenth the price of present echo-
canceller circuits. These characteristics makes it feasible to

be used into the giant telephone network.



1.3 OQutline of the Report

Chapter II of this report defines the echo control problems
encountered in modern telephone network. The effects of echo on
the users of the telephone network and the different parameter to
evaluate the telephone conversation are briefly described.

Chapter III describes the echo suppressor. First, the
functional description and the characteristics of a simple suppressor
are considered. Then, the comparison between the full and the split
echo suppressors is made. Finally, the tone disabler section
(for the transmission of data) of the echo suppressor is considered.

Chapter IV, addresses the main reason of this project. It
examines all the details concerning the design of an echo canceller.
First, the mathematical foundation is presented, along with the
description of the high-speed digital processing used in the
convergence algorithm. The convergence time is found to be faster
using non-linear encoding. This type of encodings allows also a
reduction in hardware size. Then, different parameteré affecting
the performance of the echo canceller are considered. Problems
such as "phase rol1", double talk detector and stability varies
their effects accordingly to these parameters. Each of these
problems is analyzed separately.

Chapter V contains a summary of the project, as well as some

suggestions for improvements in the echo canceller are made.



CHAPTER II

ECHO CONTROL CONSIDERATIONS

When we speak, we 1ike to hear what we are saying, but only
if we hear it right away. Studies of subjective reaction to echo
in the telephone network have shown that it is difficult to carry
on a conversation when one's own voice returns with a delay of
more than a few tens of milliseconds. Delayed echoes as much as
40 dB below the outgoing voice level will cause some speakers to
characterize the transmission quality as unsatisfactory, particu-
larly since the bulk of our telephone experience is with connections

on which distant echoes have been suppressed.

2.1 Source of Delay

_ "Geostationarity" satellites orbit at an altitude of about
40.000 Kms. Consider an international telephone call via such a
satellite. The speech must travel from one telephone through
domestic long-distance facilities to the earth station, then up
to the satellite, down to the distant earth station, and again
through long-distance facilities to the telephone of the party
called. The distance between earth stations via the satellite is
83.340 Km; and although signals travel at the speed of light, it

takes 300 msec. to reach the distant earth station. Delay in the



domestic facilities might add another 20 msec at each end of the
circuit producing a total delay of the order of 320 msec. Twice
this time must elapse before one party can possibly hear the response

of the other.
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2.2. Source of Echo

Any Tmpedance mismatch in a transmission system will reflect
energy back toward the source and be a potential cause of echo. If
there is a mismatch at each end of a transmission 1ine, the energy
will be repeatedly reflected back and forth until dissipated by
the 1ine. Consider a telephone circuit as shown in Fig. 2.1. If
the impedance of the balancing network N is equal at all frequencies
to the impedance of the two-wire line, the energy from the incoming
four-wire branch is equally divided between the line and the
network and the conversion is accomplished without echo. The

”balance"vin the hybrid circuit is then considered perfect.

4 wire

/L
47

echo of a's signal i

A hybrid Balancing hybrid A

A Impedances B

2 wire

{L
4J

Figure 2.1 : Model for long-distance telephone circuit. The
four-wire carrier section may possibly include a
satellite Tink.

If there is any mismatch between the line and network impedances,
the balance will be less than perfect and some of the energy will

be transferred to the outgoing branch of the four-wire system.
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In addition to the lack of impedance matching there will be
time delay between the speakers, as mentioned in section 2.1.

It has been found3 that echo becomes increasingly objectionable
as the delay is increased. This is because close-in echoes tend
to be masked by sidetone speech, but the masking effect decreases

rapidly after speech ceases.
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2.3 Effects of Delay and Echo

The disturbing effect of echo on the talker increases with
both the level of the echo and with the delay associated with the
echo. Since delay is fundamentally a function of circuit connection
length and can not easily be reduced and since it is presently
uneconomical to improve the Toop return Tosses, the most obvious
method of reducing echo effects has been to insert Toss increasing
with distance. This approach was implemented by the Via Net Loss
(VNL) plan which has been applied to communication networks.
Naturally, since the 1oss reduces signal level at the same time
as reducing echo, there is a 1imit to the loss which may be
inserted. The VNL plan is applied to trunks in connection for which
the round trip delay is 45 msec. or less.

For connections with round trip delays exceeding 45 msec., echo
suppressors have been considered essential. Figure 2.2 represents
the relation between round-trip delay and the minimum loss required
to attenuate the echo sufficiently to provide a non-objectionable

echo.
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Average listener judgement of minimum echo attentuation
necessary for just tolerable talker echo conditions
on modern telephone sets. (After D.H. Hamsher?!.)
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2.4 "Grade of Service" Concept

Figure 2.2 has been obtained using a "grade of service" concept.
It has been>deve1oped based on extensive experience and testing both
in the laboratory and in actual operation. Its purpose is to
establish objectives for performance in terms of circuit quality
determined by customer opinion within the constraints of the telephone
plant. Grade of service is a combination of two imputs. On the
one hand, subjective experiments determine the telephone user's
reactions to conditions which may be encountered in the telephone
circuit. The results of these experiments are in the form of
opinion curves for the condition of interest. The other input
consists of a survey of the telephone plant which provides distribu-
tions of its objective measurable performance. The distribution
of the opinion data is combined with the distribution of the plant
performance to obtain a grade of service distribution from which
a performance objective may be selected. An example of such an
objective is a grade of service which results in the rating of "good"
or "better" for 95 percent of all telephone circuits. Once this has
been established, it is possible to allocate objectives to each of
the measurable variables, such as noise, crosstalk, echo and
received volume.

Figure 2.3 is an analytical model of opinion that shows how
variations in loss, noise and echo in the transmission path affect
customer opinion about the quality of transmission. The contours

represent the percentage of telephone users who rate telephone
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service as "good" or "better" for varying values of overall loss

and noise.
20
Overall 15l
Acoustic

loss in dB

10

5 : noise at input
15 20 25 _30 35 to set in dBvrnl
Figure 2.3 : Loss-Noise grade of service . Percent "good" or
"better".

This model was obtained by Bell Laboratories using the results
of subjective tests. This grade of service model indicates that
there is a preferred range for 1oss; where the received speech is
neither too loud nor too soft. When circuit noise was Tow,
opinion on the quality of transmission depended almost completely
on the amount of loss. High values of noise reduced opinion ratings
for all values of loss. For example, with a Toss of 15 dB and
noise of 30 dBrnC (dashed 1ines), 75 percent of telephone customers
rate the transmission as "good" or "better". If either loss or
noise is increased slightly, this percentage soon drops below 70.

Note that the highest customer ratings are for loss close to 7.5 dB
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and noise held under 20 dBrnC. If Toss and noise for the primary
signal path are held constant at the values shown by the dashed
lines, opinion is then a function of loss and delay in the echo
path, as shown in Figure 2.4. For example, for a 30 dB loss and a
delayin the echo path of 100 msec., only 20 percent of telephone
users find the quality of transmission "good" or "better". Note
that this percentage rises only to about 75 percent for even the
shortest echo path delays. The reason is that, even when there is
no echo delay, only about 75 percent of telephone users consider
transmission "good" or "better" at the constant levels of noise
and loss assumed for this model. The highest percentage of '"good"
or "better" ratings occurs when the echo path Toss is sufficiently

high to make the echo unnoticeable.

85
701
501
Percent 301 1
Good or - 20 f
Better 10
e/ 2
5 ¢
1 40 Acoustic-to
Acoustic echo
L
"~ echo path del i path loss
01 100 psee.’ efay in g,
0 10 20 30 40 50 60
Figure 2.4 : Loss-Noise-Echo grade of service. 39

Acoustic Loss — 15 dB. Noise at set =30 dBrnC
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The effects of echo and propagation delay have probably been
responsible for more subjective experiments than any other single

parameter in the telephone plant.



-18 -

2.5 Further Considerations

To provide some additional insight into the complexities of
the echo control problem, the interactive effects of propagation
delay, sidetone, circuit loss, and circuit noise on subscriber
reaction to echo will be briefly considered.

Sidetone is caused by the mouth-to-ear coupling of a telephone
handset. Since it involves no delay, it is a degenerate form of
echo. However, it is an important parameter for two reasons.
First, it gives the telephone user the impression that the circuit
is "alive". Tests at Bell Laboratories32 have indicated that the
preferred sidetone level is quite high, i.e., comParab1e to the
volume which the talker would Tike to receive from the distant
party. Hence, it masks the weaker echo signals which occur with
very short delay during active speech. The second function of
sidetone is to provide a feedback mechanism which assists the
talker in controlling the level of his own speech. This directly
influences the echo contro] problem, since the echo level increases
as the transmit speech becomes Touder and vice-versa. As the delay
increases, the telephone user begins to hear a disturbing hollow
effect due to echo. For even larger delays, the echo occurs during
silent intervals of speech where it becomes quite noticeable and
annoying. Further increases in delay may make it impossible to
carry on a conversation. Noise tends to mask echo in the telephone

system. On a very high-quality circuit, the dynamic range of the
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human ear permits low-level interference such as echo to be heard.
Terrestrial circuit noise is additive and proportional to circuit
mileage. This is advantageous in terms of the echo control problem
because of the masking effect of noise on lTow-level echo. However,
current international practice tends toward lowering the noise
objectives and hence increasing the importance of proper echo
contro]aa. Circuit loss is also used to control echo. Since echo
becomes more apparent with increasing delay, it is reasonable to
expect that, as the delay increases, increased 10ss is required to
render echo tolerable. Figure 2.5, taken from C.C.I.T.T. Recommen-
dation G. 1313h, shows overall reference equivalent versus round
trip propagation time for three probabilities of encountering
objectionable echo. Thus, this information is expressed in terms

of the grade of service concept previously discussed.

4 O 1 T [} 1

objectionable

T

30t
Overall
Reference
Equivalent i
(dB)
10

10 20 30 40 50 60

Round Trip Delay (msec.)
Fiqure 2.5 : C.C.I.T.T. Echo Tolerance.

-10
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CHAPTER III
ECHO SUPPRESSOR
An echo suppressor is a voice-operated device used on long
circuits to prevent the echo of reflected speech from annoying
the talker. The use of echo suppressors is much more important on
long lines than on short lines because the annoyance increases as

the time delay of the echo increases.

3.1 Functional Description

Figure 3.1 shows a telephone circuit set up between two speakers,
A and B. Ideally, speech from A is channelled, by the hybrid A,
through the upper path and then, by the hybrid B, to the telephone

B. Speech from B to A is transmitted by the lower path.

send receijve
e

Line Impedance z

Balancing

'z' Hybrid | Networks | Hybrid 'zl

Subscriber A " B Subscriber
A " B
. - - -+ - - - - —

2-wire receijve send 2-wire
Tocal netwerk f-wire trunk network local network

Figure 3.1 : Simplified 2-wire/4 wire long distance
connection.
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Since the match of network N to the impedance Z of the two-wire
line at the hybrid is never perfect, echo is generated at the
hybrids. To block the echoes, an echo suppressor, as shown in
Figure 3.2, can be installed at each end of the four-wire portion
of the circuit. Now if A is talking and B is not, the speech
detector opens the switch S and a high loss is inserted in the
outgoing path. When B is the only one talking the switch S remains
close. However, if both talk at the same time and B's speech
power becomes equal to or greater than that of A, the switched loss
circuit is removed as a result of comparison of the two signals.
Upon removal of the loss, A's echo is permitted to return and
become mixed or interspersed with B's speech. Operation of the
echo suppressor depends upon a fixed loss, which is switched into
the suppressed direction of the four-wire circuit, while the domi-

nant direction maintains control. Inserted Toss is normally 50 dB.

A - Incoming Signal

\

Speech
Det. y
Double Hybrid 'z'
—
-4 Talk B
Inhib7Y petector Subscriber
B
S
j<:
-} High loss B - outoing Signal

Figure 3.2: Echo Suppressor.
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Switching between dominant directions sometimes results in speech
mutilations called "chopping" of syllables, and also loud echo
bursts can occur when the loss is removed. Echo suppressors are
not very satisfactory in long-haul circuits, due to the delay.
This extra delay causes confusion, and an increase in "double
talking". As the echo suppressor relies on an absence of double

talking, its effectiveness is significantly reduced.
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3.2. Types of Echo Suppressors

There are two basic types, the full and the split echo suppressor.
When one person starts talking, the suppressor shuts off the receiving
path, that is, the T1ine to which the talking party listens and which
carries the echo. The suppressor turns on this receiving path when
the other party begins talking, as explained before.

These operations are the same for both split and full echo
suppression, but in split suppression a second suppressor acts on
the second party's receiving path. Each suppressor reduces the
echo created at the end at which it is located. In full suppression,
the single suppressor at one end of the trunk operates, on both
paths, suppressing the echo of the person who is talking.

When a full suppressor shuts off the receving path of the
party nearer to it, it also cuts off the entire long-distance
portion of the path. In so doing, the suppressor turns off the
transmission noise normally heard on long-distance trunks. This
does not occur on the distant party's path during full or split
suppression because the suppressor shuts off the path at the other
end of line, Teaving the long-distance portion, and the trans-
mission noise, intact. The switching on and off of the transmission
noise can be annoying as the echo suppressor continually cuts in
and out during a conversation. To remedy this, new suppressors
generate noise and insert it into the near receiving path during

suppression.
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Under the Via Net Loss (VNL) Plan, losses up to 2.9 dB are
built into trunks between toll offices. The amount of Toss depends
on the distance. Losses greater than 2.9 dB are required for
trunks of 1850 miles and longer. Echo suppressors are used on all
terrestrial trunks over 1850 miles and on all satellite trunks.

In addition, if the echo-delay time is Tess than that for a 3800

miles trunk, a full echo suppressor is used. Full echo suppression

js more economical than split echo suppression. The latter, is

used on trunks with the longest delay, primarily overseas and satellite
trunks. If performance in the full mode fs accepted, certain other
benefits may be obtained, e.g., easy of planning and maintenance.

Echo cancellers can be operated only in the split mode. It will

be seen in section 4.7 why they can not be operated in the full mode.
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3.3. Tone Disabling Function

The normal operation of the echo suppressor must be inhibited for
certain types of data transmission. This is accomplished by the
"tone disabler" section of the echo suppressor circuit. A short
burst of single-frequency energy, sent over the circuit immediately
after the connection is set up, activates the disabler and prevents
subsequent operation of the echo suppressor. The echo suppressor
is disabled in the presence of a sine wave of approximately 2100

Hz transmitted from a data set.
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3.4 Disadvantages of the Echo Suppressor

Since echo suppressors may be physically separated from the
terminating sets by an appreciable distance, it is desirable to
maintain the suppression Toss after the cessation of speech in
the receive path. This compensates for the propagation time around
the echo path, between the receive-out and send-in ports of the
echo suppressor, and is termed the "hangover time". If this time
is insufficient, false break-in detection can occur after cessation
of receive-path speech and a short burst of echo will be produced.

It is also evident that if the ERL is low, the return-echo Tevel

can falsely activate the break-in detector and remove the suppression
loss. Annoyance caused by these short bursts of echo is aggravated
by large propagation delays. Brady and He]der6 have suggested how
the suppressors can disrupt a very interactive conversation.

Because of the long delay in the circuit, a quick response by speaker
B to something said by speaker A may cause suppression of something
said by speaker A at a later time. The deletion is noticed by B,
encouraging this speaker to stop and wait for A to get through. The
resulting confusion, which may stop conversation entirely while

each party waits for the other to say something, is only partially
alleviated by restraining suppression during double talking.

Numerous techniques have been suggested to improve the performance
of conventional echo suppressors; such as the use of confinuous]y

6 L1
variable suppression 1oss and adaptive speech-detector thresholds
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Bandpass filters have also been used to split the speech signal into
several contiguous bands, then normal suppression techniques or
center clipping operations38 are applied separately to each band
before reconstituting the signal. Although satisfactory performance
under most conditions can usually be achieved, any method based on
the suppression technique is inherently incapable of good echo control
during double talk. Long propagation delay compounds the problem

by causing a high incidence of double-talk. However, considerable

42
effort continues to be put into improving these circuits
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CHAPTER TV

ECHO CANCELLER

4.1 Principles of Echo Cancellation

Echo cancellation is a method of echo suppression on telephone
lines, which eliminates certain disadvantages of the differential
echo suppressors used at present, i.e., the ocurrence of speech
mutilations and unsuppressed echoes experienced when both parties
speak. simultaneously.

To remove the echo signal selectivety on the send path, it is
necessary torhave a reasonably close replica of the echo signal,
which can then be subtracted from the send path signal without
otherwise disturbing that path.

For each established connection, the echo path has an unknown
transfer function H(f) with an impulse response.

h(t) = f H(f) e

-0

Jerft g¢ (4.1)

Obtaining and storing an accurate estimate, h(t), of this impulse
response in digital form makes it possible to construct a close echo
signal replica, y(t), by digitally convolving the receive side signal,

x(t), with h(t) over a finite window. To this end, four basic units
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are employed, as shown in Figure 4.1:
a) A recirculating shift register for storing and moving
the receive-side signal samples;
b) A recirculating storage shift register for the model echo
path impulse response samples;
c) A convolution processor- and
d) An adaptive control Toop for obtaining and updating the

model echo path impulse response.

y(t) + send out-
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Convolut. D/Al y(t)
Process.
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receive in
Figure 4.1 : Echo Canceller Block Diagram

The X register stores the most recent of the N receive signal
samples, and recycles N + 1 positions every sampling interval so

that the oldest sample is dumped and a new sample stored. The H
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register recyles at the same rate. During each recirculating cycle,
each of its N contents is multiplied with the corresponding samples
in the X register and the products are summed. The result is a
single sample, ;, produced by the convolution processor. This
sample is the most recent estimate of the real echo signal, y.

The values of the impulse response samples stored in the H
register are obtained as follows. During each recirculating cycle,
the correction sensor in the adaptive control loop accepts an error
signal, ¢ ==y-§, and the X [(j-1)T] samples from the X register to
produce a positive, zero, or negative correction to the values stored
in the H register. This correction is executed by the update unit.
Figure 4.2 shows the movements in correction space for a mythical
single tap weight; in the actual case of mﬁ]tip]e tap weights, the

convex function is a surface in a higher dimensional space.

oy

Figure 4.2 : Convex function of a single variable, showing how
the minimum value of the function can be reached by

a series of movements on the negative gradient direc-
tion.
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The function performed by the correction sensor may be repre-
sented by the product of two functions ¢X(X) and ¢€(e), which are
asymmetrical nondecreasing functions. The expression ¢X¢€ actually
represents N products; each product results in a correction to one
of the corresponding N values stored in the H register

As mentionned before, values of ERL larger than 30 dB are
required in circuits with delay in excess of 100 msec.; therefore,
the echo canceller must attenuate the echo signal power by more
than 26 dB under the worst-case condition; i.e., the echo return
loss enhancement must be larger than 26 dB. The dynamic range of
speech is about 40 dB, which requires 12 bits of linear quantization;
and the possible amplitude range of the different impulse responses

25,435
exceeds 24 dB . wnich requires at Teast 9 bits of Tinear

quantization.

The end delay, te’ (time between the echo canceller and the
hybrid) is usually less than 15 msec; consequently, the impulse
response can be delayed by twice as much, or 30 msec. If the sampling
rate is 8 KHz, and approximately 30 samples h4 are used to produce
the echo response, at least 250 samples must be stored in the H and
X registers for processing.

The echo estimate §j is computed by performing 250 multiplica-
tions of 12 by 9 bits and 250 additions of these products during

every sampling period.
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4.2 Convergence Algorithm

In this section, the derivation of the correction method to
obtain the optimum step size is discussed. Two developments are
presented: the first is based on "piece wise" solution of the vector
equation of the convolution process by using the-concept of the
pseudo-inverse of a matrix and the second is based on the method
of steepest descend.
Representing the actual echo path memory function in discrete

form by the row vector

W= [w], Wose e e s wy] (4.2)

where N is the number of sample points. If the samples are taken
every T seconds, then the total duration of the sample window is
NT. The simulated echo path memory function at the it teration

is represented by the row vector

A

h = [h], hoyseoos hN] (4.3)

The input sequence on the receive side is defined in general as

Xps Xoseo - (4.4)

th

The input sequence involved in the j iteration in attempts to

estimate hj is the row vector

xj== [Xj-1’ Xj-Z""’Xj-N] (4.5)
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At the time of the jth iteration, the value of the signal appearing

at the output of the echo path is

Where wT is the transpose of w. At the same time, the value of the

signal appearing at the output of the simulated echo path is

y= X5 [hy] (4.7)

The error between ¥ and ij at the jth iteration is

~ oA T
€.= Y. - Y., = Xj [m-hj] (4.8)

A single error is thus expressed as one linear equation with N
unknowns , which are the N values of the real impulse response. The
information contained in this equation must be utilized to update
the values gj in order to minimize . Assuming that the updated
values of Ej are

h. =hJ.+A-hJ.

J+1 (4.9)

It is wish to select values of Ahj which minimize

~ T
ys - xj[th] (4.10)
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This expression may be expanded as foliows

T ~ A~ T
~ _ - T .
vy~ %0051 = vy - %y Dyl Xy Lah, ]

(4.17)
oqT
= .- X, . .
£y = X [AhJ] (4.12)
36
The solution to this equation is, as shown by Greville .
A T—']
=% X. . X.e.. .13
vy B X, _l Xses (4.13)
A
The expression for A is
Xy . (4.14)
A =
G

Thus, the final solution for updating the hj+] coefficients in the

H register is

A (4.15)

It may be shown that this is also a special case of convergence by

the steepest descend method.
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In order to demonstrate this, the steepest descend method is derived

as follows. Consider a positive even function, ¢, of the error signal,

€, such that

d ¢(e)

o, () (4.16)
de

is a monotonically nondecreasing odd function, and d¢€(e) / de > 0.
These properties are required to ensure convergence of the process.
For steepest descend, the increasing vector, Ahj, must be propor-
tional to the negative gradient of the function ¢ with respect to the

values hj. Thus,

A

Ahj = -C grad, ¢(ej) (4.17a)
= -C grad, o4 - X [Ej]T} (4.17b)
- C Xy, {xij - % [HJ.]T} (4.17¢)
- %5 9, (&) (4.17d)

By letting C= (XjXT) -1 and ¢€(€j) = ¢g., the same result as in

J J
equation (4.15) is obtained. The updating equation can alternately

be written as

hier = Ny + € Xy o (ey) (4.18)
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| Where £>0, and ¢€ fulfills equation (4.16). The choice of the

functions ¢(e) and ¢€(e) critically affect the speed and accuracy
of convergence and the complexity of the hardware implementation.
The criterion commonly utilized in analogue implementation is the

2

square-value criterion, ¢(e)=€~. For digital implementation the

absolute value criterion is used, often in the following comprise

form.
o.(e) = ¢ () (4.19)
with
9 (e) = sgn(e) le [ L
0 le | <L (4.20)

The small central "null zone" provides the adaptation process with
immunity to low-level noise, but prevents reduction of the error
sequence below the threshold L. A center clipper (set to operate
at the level L) is sometimes inserted in the send-out path to
remove this residual low-level noise. It is normally disabled

while near-end speech is detected.
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4.3 Convergence Time

The time for convergence is largely determined by the size of
the correction step, Aaj, which is made to the coefficients in the
H register. For a first approximation, it is assumed the
following conditions at the start of convergence:

a) The X register is fully loaded with the N most recent

samples of the received input signal,

b) The H register is cleared so that all N values are O,

c) The true echo path is characterized by a unit pulse.which
occupies the full range of the H register (a most
pessimistic assumption),

d) The H register values are linearly quantized using Q bits,
and

e) The corrections are of magnitude Ah= 2! (using the uth
Tow-order bit).

" Based on these conditions, it will take 28"V jterations to reach

convergence. Thus, the time to converge will be
T, — T2Q-u (4.21)

This estimate is based on the assumption that no errors are made

in the decisions for correcting the H register. Since some

erroneous corrections will occur, increasing the time for convergence
when the error, €, approaches its smallest threshold, this

assumption is true only for large values of error.
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In the canceller described here, y (and thus Ah) is made a
function of the magnitude of the error expressed by the updating
equation; i.e., a large correction is made for a large error and
correspondingly smaller corrections for smaller errors. This
results in markedly less time to convergence.than was predicted

above.
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4.4 Coding and Approximations in the Convolution Processor

4.4.1 Non-Linear Coding Format

A codec whose transfer characteristic has uniform step sizes
is not usually the best choice for message signals for several
reasons. First, the amplitude distribution of the message is
not uniform. For a given talker volume, smaller amplitudes are
more probable than larger amplitudes, and thus a better S/D ratio
can be expected if the error characteristics is made smaller for
the more probable amplitudes at the expense of larger errors for
the Tess probable amplitudes. Second, as mentioned in section 4.1,
speech signals have a dynamic range of up to 40 dB. For a uniform
codec, weak signals will experience 40 dB poorer S/D ratio than
strong signals. Third, in section 4.3 it was seen that the time
of convergence depends on the number of bits; for less number of
bits the convergence is faster. Further, non-linear coding are
preferred because of the reduction in the hardware complexity and
in the last years they have been used for input signal format so
that the echo canceller is compatible with the TDM systems. The
relationship between a uniform coder and an equivalent non-uniform
coder, both having the same dynamic range is commonly known as the
companding advantage.

Companding requirements are different for different signal

distributions. For example, voice signals require constant S/D
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performance over a wide dynamic range, which means that the
distortion must be proportional to signal amplitude for any signal
level. To achieve this, a logarithmic compression law must be
used. Of course a truly logarithmic assignment of code words is
impossible because it implies both an infinite dynamic range and
an infinite number of codes. Two methods for modifying the true
logarithmic function have been used. In the first, called the
u-law, for the normalized coding range of %1,

F(x) = sgn (x) In (0 +ulx]) s -1 <x< 1 (4.22)

Tn (1 + u)

The second method of approximating the true logarithmic Taw
is to substitute a linear segment to the logarithmic curve for small

signals. It is called the A-Taw and is represented by:

Alx |
> 0<xxg l
1+ 1nA A )
F(x) = sgn (x). (4.23)
1+ 1n (A |x]) 1
; <x <1
14+ 1nA A

Both laws tend to produce flat S/D ratios over a wide dynamic range.
Both are digitally linearizable and have a binary relationship

between step size on adjacent segments, and both are segmented piece-wise
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Tinear approximations to the original laws. The segmented version
of the u-law uses 15 sedments with u=255; a definition for positive

values is given in Table I.

Table I
Segment Input Level Qutput Interval Size
1 -31, 31 P111ABCD 2
2 31, 95 P110ABCD 4
3 95, 223 P10TABCD 8
4 223, 479 P100ABCD 16
5 479, 991 PO1TABCD 32
6 991, 2015 PO10ABCD 64
7 2015, 4063 POO1ABCD 128

8 4063, 8159 PONOABCD 256
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Encoding the samples in a pseudo-logarithmic format yields
a reduction in the memory space. In addition, this kind of
format converts the multiplications of the convolution process
(4.7) to additions; with a consequent reduction in the number of
components of the convolution processor. An additional advantage
of this format is that the signal to quantization noise ratio
(S/N) is nearly constant over a dynamic range of 30 dB, as shown
in Figure 4.3. This type of encoding is less sensitive to the

"phase roll1" problem because of its faster convergence.

40}
7-digit codec 15-segment u = 255
output (S/D) - = = .
ratio (dB) 30

7 .
20
10 >
-60 -50 -40 -30 -20 -10 0 Input speech power

relative to full
load sinusoidal (dB)

Figure 4.3: Signal-to-distortion performance of two
digitally Tinearizable Taws.
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4.4.2 Approximations in the Convolution Processor

The function of the convolution processor is shown schematically
in Figure 4.4. The n samples hi of the echo response H (t) of
the Dirac Impulse 8(t) are stored in the H register. The X-registers
store samples x1+j of signal waveform x(t). The number of storéd

samples, n, must be greater than

n > € (4.24)

where t. is the end delay and TS is the sampling frequency. Because

every sample X,

i+ can be considered to be a Dirac pulse with

amplitude X1+j at time (1+j)TS, the circuit response to every X1+j

is the product X1+j

X0 to X5. At every instant tj, according to the superposition

LH{i), as shown in Figure 4.4. for samples

theorem, response rj is the sum of the responses to individual

sampes Xiﬁj

For example, at time t],

ry = hoX1 + h]X2 + h2X3 (4.26)

The sequence of samples rs represents the resulting response R(t),
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Figure 4.4 Schematic presentation of waveforms X(t) and
H(t) entering the convolution processor and the

formation of resulting response R(t).
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j.e., the simulated echo of signal X(t) in the circuit with echo
impulse response H(t).

HOrnazs, in his echo canceller developed at Comsat Laboratories,
uses ana]oQ—to—digita] conversion performed directly into a seven
bit A-law code by inexpensive hardware utilizing three stages of
comparators for sign, exponent, and mantissa. This project follows
the same procedure of Horna but using eight bit u-law format for

the speech samples X1.+ and seven bit u-law format for the impulse

J
response samples hj' The encoding of the speech samples uses a
15 segment approximation which yields the resolution and dynamic
range of an 11 bit linear code and the encoding of the impulse
response samples uses a 13 segment approximation with a dynamic
range equivalent to that of a 10 bit Tinear code. The 8 bit
u-law code word consists of a polarity digit P followed by three
segment-defining digits XYZ followed by four digits ABCD which
specify the intrasegment value on a linear scale of 16 values. The
convolution processor utilizes three stages of comparators for sign,
exponent, and mantissa. Assuming unity digital-to-analog scaling
factors the convolution processor functions as follows:
a) When the exponents ey and e, are zero, the samples are in the
linear segment of the chosen code and their equivalent absolute

values are

Ixl= 2. m
X (4.27)

[a]= 2. m,
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b} When the exponents are larger than zero the samples are encoded

quasi-logarithmically. The equivalent values of the samples

are

|x|== 28X (1 + mx)

(4.28)
|h| = 2°h (1 +m

h

As there are four possible combinations of |x| and |h| formats
entering the convolution processor's multiplier, four different
algorithms must be used to perform the product Pi' [f the exponents
are zero the equivalent values of the samples are only three bits

‘ 1| X :

Product |P1| requires four bits resolution and can be founded in

a 256 bit ROM.

If either e, or e, is larger or equal to one, then the product
is
' xt]
‘P#=2e41-+mx)x 2 xm =2eﬂ'(m

h h ot M x mh)

(4.30)
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In this case, the 4-bit product m, X m is read from the ROM and
added to the mantissa with the zero exponent. The sum in
brackets is less than 2 and less or equal to 5 bits wide; therefore,
a simple 4-bit MSI adder can be used.

If both exponents are larger or equal to one an approximate
expression for the binary logarithms is used in computing‘Pii.

The following approximations are used

1og2 (1 +m) = m
(4.31)

antﬂog2 m?= M= 1 4+m
Using this approximation, the 1092 of the product |P1l is

therefore

log, |P1|==ex + log, (1 + m.) + e + log, (1 + m)

=e +e +m +m = E1 + M1 (4.32)

where Ei is the whole part of the sum and Mi is the remainder <I.
Product |P1| is thus

. Es
‘P1.|= antilog, (E; + M) =21 (1« M, + e ) (4.33)

m
Where €n is a correction which is a function of m s mh, and Mi'
Equation (4.32) can be implemented by a 8-bit adder. Multiplication

by 2E1 according to equation (4.33), where E. is an integer
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Ei e{2, 3, ... 14}, is performed by shifting the partial products
by Ei binary places before entering the acumulator.

In addition to circuit simplification, this coding also
provides: a) a simple solution to the problem of zero values
associated with logarithmic encoding and b) since the multiplication
is performed by one read command from the ROM and by a single
addition, the entire operation of forming product |P1| and adding

it into the accumulator can be done in one clock period, which may

be as short as 150 msec.
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4.5 Cancellation at Convergence

There are three competing mechanisms which affect the magnitude
of error when the system has attained convergence. The first is
the minimum error threshold below which no corrections are allowed
to be made to the impulse response model, i.e., the region
-Ae < € < Ae. This region will ba referred to as an inert zone.
Since the error within this region is equally 1ikely to assume any
value, the error distribution is uniform with zero mean. Hence,

in this case the pdf for & is

1

y ~Ae < £ < Ae
2Ae

P1(€) = (4.34)

0] ; otherwise

The error of variance is thus,

- 2 2
2 w 2 e £ _Ae
5 = [ € P1(€) de = £Ae de =
2Ae 3
(4.35)

The second error mechanism is attributed to the process of impulse
response correction. More specifically, there is a random

component in the echo signal produced by the modeled impulse response.
This component is caused by the effects of quantization of the

h(iT), X [(j—i)T} , and e(3T) values, and by truncation of the

impulse response. In addition, a circuit noise component
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introduced in the real echo path contributes to the magnitude of
the random component of the error signal. The net result of these
errors is a random variation in the estimate of the actual send
path signal which is superimposed on the error signal,e . The
distribution of this variation is designated as Pm(e) in Figure

4.5 where it is shown in relationship to the inert zone.

Region 2

Reg%
| €

-Ac Ae

— 1'nert_’
zone
2he

_ Figure 4.5: Distribution of errors.

If the error exceeds the upper bound, a correction of
magnitude - AC will result from a change in the impulse response
sample. Alternately, if the error is less than the lower bound,

a correction of magnitude + AC is applied.

If the error lies inside the inert zone, no correction is
applied. The prdbabi]ity of each of these types of correction is
given by the area under the distribution Pm(e). Thus, the distri-

bution of the corrections is



Py =P(C =aC) = s5° P (&) de (4.36a)
_ 5

P,=P(C = 0) = [‘25 P (e) de (4.36b)

P3 = P(C = -AC) = IAE Pm(E) de - (436(:)

Where the error distribution Pm(e) is assumed to be Gaussian, i.e.,

P (€) ] - (%) (EZ/UmF)

m g —— @ (4.37)
«J 2T 02
m

The process of correction also contributes noise; the expected

value of this noise is

2 2

e? =3 o?p. =ac? [1 -2 e by de] (4.38)

Q m
The third mechanism of error is the error due to the 1og2
approximation, ep.

The error, 52, due to the width of the inert zone, increases
with increasing Ae, while the error, e2, due to the correction,
increases with decreasing Ae. Thus if all other factors are
constant, there will be a value of Ae for which the error is minimum.

If it is assumed that the three mechanisms of error are independent,

then, the total error is given by



e = e" - g - enF (4.39)

It is assumed that the principal contributor to e% is the
quantizing error. This is a reasonable assumption, since, during
normal operation, the echo canceller will experience a relatively
Tow noise level on the send side (-50 dBmO), and during double
talk, the feedback correction process will be disabled. Truncation
of the.impulse response is unlikely to cause a significant
contribution to e$ if sufficient storage time is allowed in the
registers. Under these conditions, the degree of cancellation is
determined mainly by the quantization errors A, and A, of samples
25

h; and X1+j, respectively, entering the convolution processor

As shown in equation (4.7), the jth estimate of echo y3 is computed

as a sum of products P1== hi . X1+j:

m
y; 7 D Pi= I ohilLX (4.40)

If the process is stationary and samples hi of stored response
Hi converge to their optimal values, every product Pi will contain
only a quantization error due to finite quantization steps A

h
and Ax of samples hi and X1+j :

Pyt 0Py = (hyvay) (K, o+ 8, )

hoXo, st B Xi,

i+ ] h +Axh1'+AhA

J X

(4.47)

Neglecting the last term in a first approximaticon leads to the
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the quantization error

AP_i:A X: .+A, h,

h Tie To% (4.42)

. 2 .
Because Ah and AX are uncorrelated the variance 0.~ is

;
- 2 A A
% = E [(Api) ]2—1" X
i+ ] 1

x N

h? (4.43)

[

Encoding both samples in a pseudo-logarithmic format except for
the short Tinear range around zero the quantization steps Ah and

AX are approximately a constant fraction §<< 1 of sample hi or

X1+j' Therefore,
6, = 8. |y (4.44a)
b, =8 .|x1.+j| (4.44b)
Which yields
o - %2 s X5, | (4.45)

and the expected value of the error e? of all products Pi is

2 m .
21 ™ 2 o 2,2
E[E-]: L oo - I hT X5 .
I T e 1M+ ] (4.46)

which is proportional to the total power of the estimated echo
signal P(3) - 9J2. /R.

For small amplitudes |h1| and |X1+j

» the equation (4.44)

does not_ho]d because the encoding is linear. That is, the
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quantization error increases with decreasing |P1| . For this
reason, the ERLE is decreased for Tow-level recejve-in signai.

The relative errors of the 1og2 and antﬂog2 approximations
are
se=1og2 (1+m) -m=¢(m) (4.47a)
22" = (1+m) = ¢4(m) (4.47b)

Where for given m the errors are approximately related, i.e.,

Ea: -se—>¢a(m) = - ¢(m) (4.48;
Figure 4.6 shows ¢(n) as a function of m. It is advantageous in
the convolution process to zero the average relative error, u, i.e.,

to add a constant term €y = 0.0573 to the mantissa m of 1og2

or to subtract it when computing M,

-3
Ce 4 X 10
| | I I T | T T
801 -
601 —-
R e S €4
401 _
20 -
| | 1 | | | | ! m,.
2 4 6 8 10 12 14 16 K
Figure 4.6 Evvov € Of the log, approximat. 16

as a function ¢(m) of mantissa o< m <i.
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For binary product \Pil according to equation (4.31) - (4.33),
a correction €’ which is the binary representation of ¢ , is

applied.

This rms value of the relative error of the 1092 or antﬂog2

. [ . .

which is also equal to the standard deviation, o, because the average

has been adjusted for zero.



4.6 The Control Algorithm

There are several approaches to adjust the tap weights of the

digital filter to the optimum values. The equation (4.9) based on

the least mean square is probably the most used. Its control

algorithm is described as follows:

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

During the ith interval, a set of samples from X(t) and

y(t) waveforms are taken.

The coefficients stored at the end of the last interval

Ej, are convolved with the X data, then added to the stored

Y data.

Next, coefficients increments are calculated and added to

the previously stored coefficients.

The stored ¢ data i$ also updated using the same coefficients
increments, to further reduce the echo component. This is

equivalent to repeating step 2 using the most recent

estimate of the optimum coefficients hj'

Step 3 and step 4 are repeated many times, successively
reducing the increment size until the end of the interval.
Over the interval i+1 the samples €; of the interval i are
sent at the Nyquist rate. These were calculated during

interval i from samples collected during the interval

i-1.

The correction to the tap weights in the H-register is as

follows:

If e, = 0, i.e. hj is in the linear segment of the code
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around zero, the correction formula is the same as that given by

equation (4.9).
j+1 7 hj-rAhj = Sgn(hj) X |2mh|+-Ahj (4.50)

For exponents e 21, the sample hj is in non-linear format:

e
log, hj = e, + m =Tog, 2 h (1+ mh) (4.51)

The increment A, j << 1 is added to the mantissa m, of 1ong hjl

to establish the new corrected value hj+]' In Tinear format
this is equivalent to the product

|hj~ = |hj| (1+ A 1,j):|hj|+lhj|A ; (4.52)

»J

Thus, the sample hj is multiplied by (1 = A, .). In effect,

i,J
the correction step Ahj is directly proportional to the amplitude

of the sample hj :

|Ahj‘ = |hJ| A'i,j (4.53)

With this correction, the time of convergence is Tess dependent on
the amplitude of the input response H(i) %6’21. For large values
of hj, the convergence is nearly eight times faster than with the
correction method of equation (4.9), which adds the same correction

to each value hj.



4,7 Stability Criterion

The stability of the correction 1oop is ensured when absolute

values of errors ej and ej before and after the corrections of the

response H( j), respectively, fulfill the inequality

€3] < [yl (4.54)

In this section, the conditions necessary to satisfy equation

(4.53) are derived.
In the echo canceller several hundred of samples X1+j are
stored and only 10-30 significantly pakticipate in the computation

of §j' Therefore, the square of the length of the vector !X(j)f2=
(X, )°
i
the adaptive filter, changes relatively slowly and can be approximated

iej) e which is proportional to the total signal power entering

by the square of the input signal rms value Y? . Substituting this

in equation (4.15) and using equation (4.53) makes it possible to

express the stability criterion as:

. X. . . . .
Ah.=A. BRI % ,X“J

| h,| = 55
578,500 ——— < (4.55)

j X X5
=a 8 bivy  Fleg)

where ¢1+j and F(ej) are defined as follows

Xi +]
o Xj

0 otherwise

1 ; > (4.56a)

%

1
0 ; otherwise

v
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a is a dimensionless constant, 1 < o < 2 and B determines the
sensitivity of the error detector. The function ¢i+j selects

the samples X1+ with the highest amplitudes and its value is

N
stored in the memory as a part of the digital signal X1+j and

fed into the correlation processor to compute the H-corrections
according to equation (4.55). The function F(ej) initiates the
correction process only if the error]ej | is greater than a fraction
| B| of the rms value Xj of the input signal. The dimensionless
constant multiplier Ai,j has a fixed value of * 2'4, and the optimum
a is 1.4, The condition for correction is F(ej) ¢1+j = 1;
therefore, the coefficient B must be equal to

By 1 Mil L2 (4.57)

to satisfy the stability criterion.
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4.8 Phase Rol1l and Nonlinear Distortions

To add to the problems of effective echo canceller design, it
sometimes happens that part of the echo energy returns with distor-
tions which cannot be replicated in an adaptive transversal filter.
One of these forms of distortion is the frequency offset, which
refers to a shift in all frequency components of a signal. Frequency
offset, which is associated with the modulation and demodulation
operations at the end of a carrier Tink, is perceived by an adaptive
canceller as a constantly increasing phase, or "phase roll", in the
echo signal, and the canceller can effectively cancel only if its
adaptation can keep up with the phase roll.

CCITT recommends that the end-to end frequency snift does not
exceed 2 Hz in either direction, which sets an upper bound of 4 Hz
on the overall echo path offset. It has been found that phase-roll
presents a real problem to the introduction of cancellers on a small,
but significant, proportion of circuits examined.

Nonlinear distortions are much harder to compensate. An =ffort
in this direction was made by Thomasle, but the difficulty of
identifying and characterizing low-level nonlinearities has
constrained the development of practical designs.

Echo cancellers can not be operated in the full mode. The reason
is that instead of modelling the impulse response of an echo path of
30 msec. round trip delay the echo path would be up to 600 msec. long
for a single hop satellite circuit. Therefore, the speed required

to perform the convolution processing will be drasticallly increased.
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4,93 Double Talk Detector

When the incoming waveform from the hybrid contains an additive
noise in addition to the echo signal, it will perturb the tap
weights from their correct settings37 . If the noise is uncorrelated
with the reference waveform, as one hopes is the case, then the
settings are correct on the average, but fluctuate about their
true values. In reference to Figure 4.7, it is assumed that
S,Y,X, and r have zero means and are statistically stationary,

which is true at least during a period of several syllables, the

send-out signal is

A > echo
ath
signal in P System
output
| Adaptive
7| filter

Figure 4.7 Equivalent diagram of the adaptive
echo canceller.

Since S is uncorrelated with Y and r, the variance of Z is equal

to the sum of average uncorrelated signal power Tevels

3 =[ZZ]=E [52] . E [(Y-r)z] (4.59)



The adaptive algorithm minimjzes the square of errors ej,
1lé., the variance E (ZZ), since the uncorrelated signal S remains
constant. Thus, minimizing E(Zz) minimizes the echo output power
E [(Y-r)z]—»O, theoretically without regard to the presence of
uncorrelated signal S. However, this is true only when echo signal
Y is approximately equal to or larger than signal S, e.g., in
circuits with very Tow ERL and low signal level S at the hybrid.
However, under the double talk condition, when the send-out signal
S is usually substancially larger than the echo Y, the correction
algorithm does not work properly because the minimum value of
E (ZZ) remains relatively constant as a function of hi' Hence, it
seems unavoidable that the tap weights will diverge from their proper
- settings and the echo will not be adequately cancelled. In order to
avoid this possibility, the tap weights of currently proposed voice
echo cancellers are “frozen" as soon as double talking is detected.
A double-talking detector must therefore be provided in the echo
canceller. Even with the assumption of a fast-acting double-talking
detector, there is still the possibility of changes ocurring in the
echo channel during the time-that the canceller is frozen, which
will lead to increased uncanceled echo. Fortunately, the duration
of a period of double talk is usually very short. A relatively
simple double talk detector as shown in Figure 4.8 can give
satisfactory results even when the echo path is time variance or

has some phase roll.
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Figure 4.8 : Block diagram of the double talk
detector.

Both receive-out and send-in rectified signals are compared in
a voltage comparator. When the send-in signal is 0.5 dB stronger
than the strongest possible echo signal at hybrid H, the output of
the comparator inhibits the cross correlator's adaptation process.

The design of a good double-talking detector is difficult.
Several design criteria must be met. The rise time of the inhibit
signal must be substantially shorter than the convergence time.
The rise time of the output of detector one (DET 1) must be longer
than that of detector 2 (DET 2). The release time of the detector's
output voltage must be between 50 and 200 msec, i.e., long enough

to permit "rebuilding" of the impulse response during the pauses of

near-end speech.
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4.10 Adaptive Center Clipper

Even an echo canceller which is working well will leave some

residual uncancelled error. Limitations on the achievable cancella-

tion ratio are imposed by the presence of additive noise, by non-

linear distortions, by echo dispersion beyond the length of the

transversal filter, and by digital resolution constraints. To

eliminate this residual echo signal, an adaptive center clipper

may be included in the send-out path of the echo canceller, as shown

in Figure 4.9.

center send-out
E Pre- M c1ip. [T|de-emp
C emp. .
H
0
et ——— ’
C —
l-_-_ H A Xj
N
C.

L, receive-in
<

)

rms DET.

Figure 4.9 Center Clipper in the echo Canceller.

The nonlinear transfer characteristic of the center clipper

suppresses signals with instantaneous amplitudes Tess than the

threshold L, as shown in Figure 4.70. Tests have shown that best

results can be obtained if the clipping level IL| is held

approximately proportional to the rms value Yj of the speech

integrated over a window of 50 to 150 msec.

When properly adjusted,
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this device can suppress the residual echo in the whole dynamic
range of the telephone signal by another 8 to 50 dB without noticeably
affecting the direct signal in the send-out path, which is usually

much stronger than the residual echo.

.center
clipper t

L

L&

N A S —
t L

Figure 4.10 Effect of center clipping on a

Sinusoidal waveform.

) J

[wo

istortion
t

v

Only subjective tests can determine the effect of the center
clipper distortion on speech, but an analysis based on the sine
wave input can be used for design and evaluation. Figure 4 .10 shows
the distortion waveform which approaches a symmetric square wave.
Theoretica11y, distortion is caused only by odd harmonics which
are in the frequency band above 800 Hz, where the speech power is
falling more than 12 dB/octave. The signal can therefore be pre-

emphasized by 6 dB/octave before clipping and de-emphasized by
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6 dB/octave after clipping to attenuate the harmonics. Berkley

and Mitche]]38 have determined that a center clipper which is
designed to operate separately on several subsets of the voice
spectrum will not only effectively eliminate a substantial echo, but
will also not noticeably degrade the desired signal which is present

during activity of the speaker at the other end of the line, and thus

does not have to be removed during doublé talking.
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4.11 Interface with Digital Network

Figure 4.11 shows a satellite linked telephone circuit. Until
this point, the signal between the telephone set and the satellite
earth station has been assumed analog. Therefore, analog to digital

conversion has been necessary.

'i‘ Local Satellite
Central Earth
Exchange Station
Local 4Satellite -, —7Satellite
Central Earth | C

Exchange Station

Figure 4.11: Satellite linked telephone circuit.

In this section it is assumed that the signal arriving at the
satellite earth station from the local central exchange is digital;
in particular, u-law PCM. The all-digital network in North America
has adopted the 8-bit u =255 PCM format as an encoding standard for
telephony. In European countries, the A-law is being used. The all-
digital network operates on a Fixed Loss P1anL+3 each toll connecting
trunk operating at a loss of 3 dB and intertoll trunks at zero loss
and since the noise performance is also essentially distance inde-
pendent, the question arises as to whether the 1850 miles limit
should be retained for the application of echo suppressors. At
present it appears that the 1850 miles 1imit will be retained,

4l
however, one may conclude from Spang's Loss-Noise Echo study that
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two options exist; firstly to extend the application mileage and
still give Toss-noise-echo grade of service comparable to the analog
network, or, secondly to retain the 1850 miles 1imit and improve

the Toss-noise-echo grade of service. The latter approach has been
adopted.

Two factors are of importance for planning echo control in the
digital network. Firstly, the analog voice channel does not exist
in the digital network and secondly, the single voice channel does
not exist as a separate entity within the digital hierarchy. As a
direct result echo control devices for the digital network must be
digital and multi-channel unless demultiplexing and D/A conversion
is to be performed both of which are undesirable for technical and
economic reasons. The two candidate devices for active echo control
in the future are the digital echo suppressor and the digital echo

canceller.

4.11.1 Digital Echo Suppressors
Although operating on digital bit streams rather than analog
voice signals, the digital echo suppressor is required to perform
the same functions as an analog echo suppressor, i.e.,
a) to be transparent when voice channels are very Tow in level
or present in the send path only;

b) to perform suppression (> 50 dB) when speech is present on

the receive side only;
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c) to permit break-in when both parties are talking (zero
insertion Toss on the send side; zero to several dB insertion
Toss on the receive side); and
d) to be disabled on command for data transmission
The subjective performance of digital echo suppressors is
expected to be substantially better than that of analog suppressors
partly due to the performance of the echo suppressor itself and
partly due to characteristics of the digital network.

: L5,46
Table II shows a comparison of the digital echo suppressor

and the existing CCITT Rec. G. 16147 for analog echo suppressors.
From there it can be founded that the digital echo suppressor has

a sharper suppression thresho]d, a more sensitive break-in threshold
and that it reduced echo bursts and clipping effects.

Table II

Performance Comparison between DES and CCITT Rec. 161 for AES

Parameter G.161 D.E.S.
Suppression threshold =33 < T < -29 =32 < T < -30
(dBmO)
Break-in threshold Ls= Lr + 1.5 dB L-4 <Ls <L
(dBmO) r r
Suppression Operate 5 .125

time (msec)
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Table II (Cont'd)

Parameter G.161 D.E.S.
e e tle
Suppression hangover 40-75 24-32
time (msec)

Break-in hangover 150-350 48-64

time (msec)

4.11.2 Digital Echo Canceller.

The digital echo canceller has developed based on the
that it is a superior device than the echo suppressor. It
the same process as that one explained in section 4.2, j.e.
reduction js achieved by applying the receive-in signal to

estimate of the echo path transfer function to generate an

premise
follows
» echo

an

estimate

of the echo which is then substracted from the send-in signal path.

The only difference with the echo canceller design for analog signals

is that the A/D conversion is not necessary because the signal is

already digital. Digital signals are converted to the echo canceller

digital format by a digital interface.

The digital interface obtains

the uniform code equivalent of each signal and then follows the same

procedure as mentioned in section 4.4.2.

This method of processing
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signals gives the same performance as decoding the several digital
signals, combining them by analog methods, and recoding, since
digital combining is subject to round-off errors and analog combining
is subject to quantizing errors.

In comparing the costs between the digital echo suppressor and

the digital echo canceller the presently estimate are as follows:

2 Echo cancellers per circuit $3000
2 Echo suppressor per circuit (split) $ 400
1 Echo suppressor per circuit (full) $ 250

No universally accepted performance standards exist for digital
echo suppressors or echo cancellers. However, CCITT is expected to
produce a Recommendation for the former by 1980, and a preliminary

form of recommendation for the latter by 1980.
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CHAPTER V

SUMMARY

A11 transcontinental and intercontinental calls and calls
between relatively close locations when satellites hops are used
require echo control devices. Without them, a portion of long-
distance calls would suffer from impairments ranging from hollow
reverberations to severe echoes. The source of telephonic echoes
is almost always a& hybrid transformer, used for converting long-
distance calls between two-wire and four-wire telephone transmission.
Once an echo is produced, its effect on the quality of a telephone
call depends on its intensity and delay time.

Until recently echo control has been accomplished by the
application of two distinct techniques:

a) Insertion of loss as a function of trunk Tength on

connections whose round trip delay does not exceed 45 msec.

b) Use of analog echo suppressors on trunks exceeding a certain

distance (currently 1850 miles).

Two major network developments of the 1970's will have a
significant effect on echo control techniques in the near future.
These are, firstly, the emergence of the all digital toll network,
which has encouraged the development of digital echo control devices,
and secondly, the increasing use of satellite toll trunks, which has

~encouraged the development of an improved echo control device: the

echo canceller,
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An echo canceller is mainly composed of an adaptively controlled
filter for simulating echo path transfer characteristics and
synthesizing an echo replica, a subtractor and an adaptation
processor. The subtractor is used for cancelling out a real echo
with the echo replica. The processor is used for adaptively
adjusting the filter characteristics to that of an echo path. The echo
canceller operating characteristics of importance are speed of con-
vergence and echo return l1oss enhancement. The expected enhancement
of the echo canceller is about 23 dB and using the center clipping
technique it can be increased over 30 dB. With a normal speech, the
convergence time for a good canceller has to be expected shorter than
250 msec. In actual practice, a few speech syllables must be said
over the circuit to obtain sufficient cancellation.

One area of concern when using the echo canceller is the
reduction in ERLE due to "phase rol1". Phase roll is due to small
frequency translation offsets Which may occur in the circuits analog
tail. Horna23 shows a 6 dB loss in ERLE for a frequency error of
1 Hz, but also states that this is not detectable for speech signals
if the centre clipper is used.

During the next few years it is expected that the digital echo
suppressor in either split or full mode will be used for terrestrial

trunks, and echo cancellers will be used for satellite circuits.

However, to win widespread acceptance echo cancellers must clearly
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drop substancially in price as present estimates project them
several times as expensive as digital echo suppressors. In fact,
in this year Bell Laboratories has developed an echo canceller
integrated circuit which costs about one-tenth the price of
present echo-canceller circuits, which makes it economically

feasible for introduction into the telephone network.
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