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ABSTRACT

ADAPTIVE TRANSFORM CODING OF SPEECH

by

David G. Sloan

This thesis investigates adaptive discrete transform coding
of speech signals. The thesis addresses the problem of adaptive
quantization of the transform coefficients. An all-pole estimate
of the signal energy spectrum results in a quantization strategy
which outperforms previously reported techniques. Additional
perceptual improvements are obtained by pre-emphasizing the input
signal to better reproduce high frequency formants and by
windowing the input to reduce block boundary discontinuities.
Results from computer simulations of this coding technique are
presented. At 16 kb/sec the proposed scheme yields high quality
speech. At the rate of 9.6 kb/sec, the coded speech is completely

intelligible but contains a slight warbling sound.



Génie électrique Maitrise

Résunmé

CODAGE ADAPTIF DE LA VOIX PAR TRANSFORMEE

par

David G. Sloan

Cette thése traite du codage adaptif des signaux de parole et
utilise une méthode de transformées discrétes. La thése &tudie le
probléme de la quantification adaptive des coefficients de la trans-
formée. Un modéle autoré@gressif du spectre d'énergie du signal permet
d'élaborer une stratégie de quantification qui surpasse les techniques
décrites jusqu'alors. On obtient une amélioration perceptuelle
additionnelle en pré-accentuant le signal d'entrée, ce qui permet une
reproduction plus fidéle des formants hautes fréquences, et en effectuant
une pondération du signal d'entr&e pour réduire les discontinuitds entre
les frontiéres des blocs. On présente les résultats de cette technique
de codage, obtenus par simulation sur ordinateur. La méthode proposée
fournit un signal vocal de haute qualité pour un taux de transmission de
16 kb/sec. Au taux de transmission de 9.6 kb/sec, le signal de parole

codé est totalement intelligible mais présente une légére sonorité

gazouillante.
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I Introduction

In recent years increasing emphasis has been placed on the digital
encoding of analogue signals. In this study, we examine one strategy
.for the efficient digifal encoding of speech signals. Efficiency, in
this context, denotes striving for high quality signal reproduction at
low transmission rates. Our objective is to optimize the parameters of
the coding scheme to achieve the best speech quality for a given

transmission rate.

Transmission rate and coder design determine the fidelity of the signal
reproduced at the receiver. Increasing the transmission rate improves
the accuracy of the signal representation and thus implies a higher
fidelity received signal. Alternatively, for a fixed transmission rate,
improved fidelity can be obtained by using a coding scheme which removes

signal redundancies before transmission. The coding efficiency is

sustained by transmitting only the important signal attributes.

To achieve high fidelity at low transmission rates, it is often necessary
to increase the complexity of the coder so it can better exploit the
signal characteristics. Greater complexity usually implies higher cost.
Consequently, for a given fidelity requirement, there are tradeoffs

between coder complexity, transmission rate, and cost.

The goal of decreasing communication costs has motivated the current
interest in digital transmission. Advances in digital circuit technology

have been accompanied by dramatically decreasing costs. Large scale



integration techniques are applicable to the development of coders.
Thus the investigation of even relatively complex coding schemes may give

rise to practical and economic coders in the future.

The transmission of signals in a digital format has several advantages.

A digital format facilitates signal transformation and digital signals
can be received and retransmitted without loss of signal quality. 1In
addition, some communication networks (motably the telephone network) are

moving toward digital switching and control of signals in the mnetwork.

Digital encoding is also useful in several special applications. One

is communication security (e.g. in police and military systems). The
digital format allows for easy encryption of secure messages. Another
application is to the reduction of storage requirements in message
store—and-forward systems, in which voice messages are stored digitally
for later retrieval. As the size of the system (number of users, number

of messages) grows, memory demands increase. Coding before storage

reduces memory requirements.

Traditionally, speech coders have been divided into two distinct
families: waveforms coders and vocoders (a concatenation of the words
voice chers). Waveform coders try to approximate the input waveform.
They are generally designed without reference to a specific speech
generation model. For speech inputs, waveform coders tend to be robust,
in the sense that there is little degradation in performance due to

varying speaker characteristics and background noise. Waveform coders

can operate in either the time or frequency domain. The PCM family [1]



exemplifies time domain waveform coding. Sub-band coding [2] is an

example of frequency domain waveform coding.

Vocoders, on the other hand, attempt to model speech production. They
parameterize the signal according to this model and transmit only the
parameters. In general, vocoder performance is more sensitive to speaker
variations and background noise. 1In addition, the decoded speech often
has a unnatural or synthetic quality. Vocoders, however, can transmit
intelligible speech at a much smaller transmission rate than can be
achieved with waveform coding. Linear predictive coding [3] is an
example of a time domain vocoder. It models the vocal tract as a time
varying linear filter excited by either a periodic source (for voiced
sounds) or a noise source (for fricatives and unvoiced stops). The model
requires that physical attributes such as pitch and voiced/unvoiced
decisions be extracted from the signal. The formant vocoder is an
example of a frequency domain vocoder. It transmits speech sounds by

sending formant frequencies and bandwidths.

The approach taken in this study lies between pure waveform coding and
pure vocoding. The coding scheme, known as transform coding, encodes a
transformation of the speech signal. The adaptive form of the scheme

includes some speech-specific modelling to achieve better performance.

The purpose of this investigation is to examine various transform coding
strategies for speech communication. Our starting point is a technique
recently reported by Zelinski and Noll [4]. We examine their basic

scheme with the aim of increasing the quality of coded speech at low bit



rates. We consider a single transformation, the discrete cosine

transform, and concentrate on improving quantization techniques.

Transmission issues such as channel errors are not considered.

This study addresses the problem of adaptive quantization of the
transform coefficients. In adaptive quantization schemes extra
information, termed side information, must be communicated to the
receiver for proper signal reconstruction. A side information strategy
which represents the spectral envelope by an all-pole model outperforms
previously repbrted techniques. Additional perceptual improvements are
obtained by pre—emphasizing the input signal to better reproduce high
frequency formants and by windowing the input to reduce block boundary

discontinuities. At 16 kb/sec this coding scheme yields high quality
speech. At 9.6 kb/sec, the coder speechis completely intelligible but

contains a slight warbling sound.

Early work in transform coding was done by Campanelia and Robinson [5],
who compared the performance of several transformations for speech
coding. Wintz [6] considered transform coding for pictures by
investigating the choice of transformation and quantization strategy.
Recently, several papers have appeared on transform coding of speech {71,
[8]. There is a review in [9] of a variety of speech coding techniques,
including transform coding, and a comparison of waveform coders and

vocoders.

This report is organized into five chapters. Following the introduction,
two chapters deal with the theory of transform coding. Chapter II

describes the basic structure of a transform coder and discusses the



choice of transform and vector quantization. Chapter III deals more
specifically with issues in adaptive transform coding. The fourth
chapter describes a computer simulation of adaptive transform coding and

gives the results of the simulation. Chapter V lists the conclusions of

the study.



IT Theory of Transform Coding

In this section we discuss the fundamentals of transform coding (TC).
After describing the basic structure of a transform coder, we motivate
the choice of the discrete cosine transform (DCT) and present a vector

quantization strategy.

2.1 Basic Structure

The basic structure of a transform coder is shown in Figure 2.1. At the
transmitter an analogue signal is digitized by sampling above its Nyquist
rate. The input signal is assumed bandlimited to a frequency range

[0, Fmax], so that sampling at or above the Nyquist rate, 2 Fnpax,

is a lossless operation. The samples are buffered and grouped into
blocks of length N. Denote one such block by X. The vector X is
transformed into a new vector Y, also of length N. The transformation is

linear, and can be represented by the matrix equation

-~

A quantizer Q operates on Y yielding Y. The quantized vector Y is then

transmitted across the channel to the receiver.

At the receiver the original signal is reconstituted. As a first step Y

is inverse transformed to give X as an approximation to X. The samples

A

in X are then buffered and passed through a D/A converter to regenerate

an analogue signal,
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We proceed to specify the transformation and the quantizer.

2.2 Orthogonal Transformation

The transformations of interest are orthogonal transformationsy that is,

if A is the matrix representing the transformation.

where superscript t signifies complex conjugate transpose. Such
transformations are important for digital signal processing in general

[10]. For coding their utility is two—fold.

First, from a statistical viewpoint, TC can decorrelate the input
samples; that is, the transform coefficients exhibit less correlation

that the original data. Decorrelation facilities efficient quantization

in the transform domain.

Second, TC can be advantageous in exploiting perceptual knowledge. It is
often the case that the transform coefficients have a frequency domain
interpretation. In the case of speech signals, much of the current
perceptual theory is based on frequency domain parameters (formants,
pitch, etc).

IC can facilitate the understanding and the elimination

of perceptual distortions resulting from coding.



2.2,1 Karhunen-Loéve Transformation

An example of an orthogonal transformation is the Karhunen-Loé&ve

transformation (KLT). The KLT is a data dependent transformation whose

basis vectors are the eigenvectors of the autocorrelation matrix Ry

of the X process. The KLT diagonalizes the autocorrelation matrix of the

transformed vector Y. Thus the components of Y are uncorrelated.

The KLT is "optimal”™ in a mean square error (MSE) sense. We digress

briefly to explain why MSE is an appropriate distortion measure for

speech coding.

Minimizing MSE is equivalent to maximizing the signal-to-noise ratio
(SNR)1l, SNR can be used to rank the performance of coders. In

particular, modifications to a coding scheme which increase SNR usually
imply better perceived quality., For speech signals maximization of SNR
on a block by block basis (known as segmental or block SNR) is known to

be a good objective correlate of subjective preference [11l], [12]. The

SNR measure also makes the mathematical analysis more tractable.

The KLT is optimal in the sense of approximating Y bydiscarding some of
its components; that is, approximating Y by some Y' in a lower
dimensional space.

It can be shown that the MSE in representing X by Y'

(in place of Y) is simply the sum of the variances of the discarded

l SNR is defined as the ratio of signal energy to the energy in the

difference signal between the original and the coded waveforms.



transform coefficients. Therefore, if only the lowest variance
coefficients are thrown away, the approximation is the best (for fixed

dimension of the approximation) in a MSE sense.

The KLT has two disadvantages. First,‘the transform depends on Ry,

This is undesirable‘becausé we may not know Ry a priori and even if

we approximate Ry by a long term average, the signal may be
non-stationary. In the latter case the transformation changes with time.
This brings up the second disadvantage. The KLT is computationally
burdensome. Its calculation requires 0(N2) operationsl,

Furthermore, numerical solution of eigenvector problems is difficult in
the sense that the solutions can become unstable. Thus we are motivated

to look for alternatives to the KLT.

2.2.2 Discrete Cosine Transformation

One alternative to the KLT is the discrete cosine transformation (DCT).

The DCT approximates the KLT and is easier to implement. The DCT is

defined as

N-1

Y(k) = 2¢c(k) )} =x(n)cos[m(2n+1)k/2N] k = 0,1,...,N-1 (2.1)
N - n=0

1 0(.) is a measure of the complexity of algorithms,

0(N2) indicates complexity incfeasing as the square of N.

10



where

c(k) = 1/V 2 k=0
=1 k =1,2,...,N-1
Eq. (2.1) the x(n), n=0,1,...,N-1 are the N components of X and Y(k),

k=0,1,...,N-1, the N components of Y. The inverse DCT (IDCT) is given

by

N-1
x(n) = ) c(k)¥(k)cos[m(2n+1)k/2N] n=0,1,...,N1
k=0

The DCT converges in mean—-square to the KLT in the limit of large block
length N for a first order stationary Markov autocorrelation matrix [13].
One study [4] has examined several candidate transformations for use in

transform coding of speech and concluded that ‘the DCT approximates well

the KLT's performance.

To further justify the choice of the sub-optimal DCT we appeal to

practical considerations. From (2.1) it is obvious that the

form of the DCT is independent of the signal statistics. Furthermore,
fast algorithms exist for both DCT and IDCT ( O(NlogpN) operations
when calculated using a fast Fourier transform (FFT) algorithm).
Appendix A presents an in-place version of this technique; "in-place™

designating a procedure whereby the components of X are replaced by those

of Y with minimal auxiliary storage.

Another advantage of the DCT is that it has a frequency domain
interpretation analogous to that of the discrete Fourier transform (DFT).

The analysis is from [7]. Define

11



u(n)

x(n) n 0,1,-00,N"'1

1]
(o]
=]

|

= N,N+l,...,2N-1

Consider the 2N point DFT of u(n)

2N-1
Y u(n)exp[-j(2n/2N)nk]
n=0

U(k)

N-1
Z u(n)exp[-j (2n/2N)nk] (2.2)
n=0

N-1
exp [jkn/2N] X u(n)exp[-j(2n/2N) (2n+1)k]
n=0

Comparing eq. (2.2) with eq. (2.1) Y(k) can be expressed as

Y(k) = Re{2c(k) exp[-jkn/2N]U(k)}
' N

= 2¢(k)| U(K) | cos[Arg{U(k)}-kn/2N]
N
It follows that the envelope of the DCT spectrum is that of the DFT

modulated by the term cos [Arg{U(k) }-km/2N] . Moreover, the DCT

is bounded by the DFT envelope. Thus the DCT will contain the same

perceptual information as the DFT spectrum (e.g. formant structure,

pitch striations).

12



We have presented the DCT as a good choice for the transform in TC. We
next examine the problem of efficient transmission of the DCT

coefficients.

2.3 Quantization of Vector Sources

Quantization is defined as the process of representing a continuous,
possibly infinite range of values by elements in a finite set. If
the number of values in the set (usually referred to the number of
quantizer levels) is less than 2D ye can represent the variable by an
m bit word. As a consequence of this representation we incur a
distortion known as quantization error. It is reasonable to require

minimum distortion for a fixed number of quantizer levels.

Quantization of vector sources (block quantization) is an extension of
the single variable case. A vector of variables is to be suitably
represented by a vector in some finite set. The design of such
quantizers is greatly simplified if the component variables can be
quantized independently without increased distortion. The following
represents such a quantization scheme for jointly Gausssian random

variables (in vector form) where the distortion measure is MSE. The

results are drawn from [l14], [15].

~N
When the variables are Gaussian, the statistical independence required
among the vector components reduces to the requirement that the

components be uncorrelated. Correlated random variables can be

transformed to uncorrelated ones by the KLT., KLT decorrelation of the

13



vector components allows each single variable quantizer to be designed
independently [15]. It only remains to find the minimum MSE single

variable quantizer for a given probability distribution.

The problem of designing minimum MSE quantizers was solved independently
by Lloyd and Max [16], [17]. Lloyd-Max quantizers are in general
non—uniform, i.e. the quantizer output levels are not uniformly spaced.
Moreover, the design of such quantizers usually involves iterative

techniques to solve the equations resulting from the minimum MSE

formulation.

Figure 2.2 illustrates the optimal quantization scheme. The matrix G
represents the KLT and H its inverse. Since G is orthogonal, H = Gt,

The quantizer Q consists of a separate Lloyd-Max quantizers for each
transform coefficient, For reasons stated previously the DCT can replace

the KLT with only a small loss in performance.

With the quantizer structure specified, the one issue that remains is the
assignment of the number of quantizer levels to each coefficients. This
problem, termed bit assignment, is constrained by the total number of

bits per block B. A fraction of B bits is allocated to each coefficient

so as to minimize MSE.

Given a bit rate r, a sampling frequency fg, and a block size N, the

number of bits per block is

14
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Figure 2.2 Optimal quantization scheme
(G represents KLT transformation).
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The parameter r specifies the data rate over the transmission channel.

This is the physical constraint which determines B.

The solution to the bit assignment problem is from [15]. Let (Qi?be the
variance of the i-th transform coefficients and let b; be the (real

valued) number of bits assigned to i. Then

Reference [15] also gives an optimal bit assignment technique when bj
are constrained to be integers. Let D(j) be the MSE resulting from the
quantization of a (Gaussian distributed) coefficient with a j bit
Lloyd-Max quantizer. The values D(j) are tabulated in [l16]. The
technique is to calculate the marginal returns,

1

i = 9 -
= 2 o . - . 1 T Lglgeene il
Py = 0; 0 [DG) - DGHD)] j=0,1,... (2.3)

arrange Pij in decreasing order,and assign bits one by one in the

sorted order. In this manner the global minimum MSE is achieved.

The development above required that the quantizer input be Gaussian. In
the case of present interest, when the quantizer input consists of the
DCT coefficients of a speech segment, the exact form of the multivariate

distribution of the transform coefficients is not known. For speech and

other signals, unimodal distributions are common and we do not anticipate

16



the transformation to alter the distribution drastically. Hence we

expect the quantization scheme developed here to result in improvements

over single variable quantization even when the distributions involved

are not Gaussian.

17



III Adaptive Transform Coding

Adaptive transform coding (ATC) is the name for a class of modified TC

schemes. The goal of ATC is to improve on the basic TC method.

First consider a fixed scheme. The basic TC approach of Chapter II has
been examined for speech signals [4]. Coefficient statistics estimated
from long utterances are used to design a set of quantizers. The
quantizers are non—adaptive in that they are fixed irrespective of
changes in the input signal. This approach gives unsatisfactory results.
One problem is that speech sounds vary greatly from quasi-periodic
(vowels) to noise-like (fricatives). Thus speech is not a statiomary
process and a fixed quantization scheme based on the stationarity
assumption yields poor performance. A second difficulty is that a fixed
design optimized for a single speaker may be inappropriate for a

different speaker., ATC is a dynamic strategy to extend the usefulness of

TC.

The adaptivity in ATC refers to adjusting the parameters of the coder to
suit changing signal characteristics. In TC, if we assume the transform
is not altered, the only flexibility rests in the quantization strategy.

Ideally, we want a scheme that can adapt to those changes and, at the

same time, can be described by few parameters.

The latter is necessary because the dynamics of the scheme must be
communicated to the receiver for proper signal reconstruction. This

additional information that must be transmitted is termed "side

information”.

18



Consider an adaptive quantization approach based on the transform
coefficient variances. We have already seen in eq. (2.3) that the bit
assignment depends on the distribution of these variances. Furthermore,
for a given form of probability density function the Lloyd-Max quantizer
is determined solely ﬁy the variance of the distribution. Thus we can
design unit variance quantizers corresponding to different numbers of
levels and simply scale the quantizers by the standard deviation of the
variable. Equivalently, we may scale the variable to unit variance,
quantize and rescale the quantized variable. To keep pace with changing
signal properties we update the scheme on a block by block basis. We

need, therefore, an estimate of the coefficient variances which reflects

the signal dynamics.,

3.1 Basis Spectrum Estimation

Zelinski and Noll [4] have coined the term "basis spectrum” for the
distribution of the transform coefficient variances. The problem is
first to estimate the basis spectrum and then to transmit it efficiently

to the receiver as side information. Their technique is described below.

3.1.1 Smoothing Technique

The method of Zelinski and Noll is a smoothing techmique. It attempts to

take advantage of the similarity of adjacent transform coefficients.

With reference to Figure 3.1, a crude variance estimate is generated by

squaring the DCT coefficients of a specific block. The number of squared

19
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values is reduced by averaging over adjacent values. By the averaging
operation it is hoped that the remaining values, called support values,
will be better estimates of their respective coefficient variances. This
method, therefore, assumes a certain smoothness in the basis spectrum of
the signals under consideration. The support values comprise the side
information which is then sent to the receiver. At the receiver the
remaining basis spectrum values are calculated by linearly interpolating
between the logarithm of the support values. Interpolation between the
logarithms of the values results in a smoother basis spectrum estimate

than using the support values directly.

3.1.2 All-Pole Model Technique

We propose on alternative technique for basis spectrum estimation which
involves modelling the basis spectrum by an all-pole model. This type

of spectral modelling is well known in linear predictive coding (LPC). A
spectrum is approximated as

~

g2 = 1
1

P (exp[iu, )

where (oi)2 is an estimate of the variance of the i~th coefficient, P

is a polynomial of order M, and W, is the normalized radian frequency

corresponding to coefficient i.

w, = 1(i-1) i
N

1,2,...,N

21



The polynomial order is selected according to the number of peaks
(formants) expected in the spectrum. The coefficients of the polynomial

are chosen so that the MSE between the model and the given spectrum is

minimiéed.

The all-pole model of the spectrum has been found to be a good
representation for the spectral envelope of speech sounds. Complex pole
pairs give rise to peaks in the spectrum which correspond to formants in
speech sounds. LPC based on the all-pole model is a viable coding scheme
in its own right. Markel and Gray in [18] discuss linear predictive
coding of speech aﬁd give efficient algorithms for the computation of the

best fit polynomial (Levinson's recursion).

The procedure for using the all~pole model in ATCl is as follows.

The DCT coefficients of a block are squared as in the smoothing
technique. This gives a simple but crude estimate of the basis spectrum.
The estimate is inverse (discrete) Fourier transformed to obtain an
autocorrelation-like function. The function is then used to obtain the
best M-th order polynomial fit in an MSE sense [18]. The M coefficients
‘of the polynomial then form a compact description of the basis spectrum
and are transmitted as side information to the receiver. A practical
advantage of this representation is that efficient methods of quantizing

the polynomial coefficients have been developed for LPC [19].

l Tribolet and Crochiere have recently proposed the same technique [8] .

22



Modifications to the all-pole model technique will be described in

Chapter IV. These modifications will be introduced to combat undesirable

quantization effects.

23



Iv Coder Simulation and Results

In this chapter we describe a computer simulation of ATC coders of the

type discussed, giving details of the experimental setup and the input

signal characteristics.

4.1 Experimental Setup

The experimental investigation of coding techniques is facilitated by
computer simulation of the coder. The flexibility of a software
implementation permits easy modification coder parameters and
-experimental optimization. For example, tradeoffs between complexity and

performance can thus be thoroughly and inexpensively studied before

resorting to a less flexible hardware design.

The simulation procedure requires three steps. The first step is to
digitize the analogue signal and place the digitized signal in secondary
storage (e.g. on a random access device like a disk). The software then
simulates the coder action in non-real-time, producing output which is
again placed in storage. The third step regenerates the processed

analogue signal in real-time from the stored digital signal.

The simulation procedure outlined above is performed on a PDP-11/45
mini-computer. A 15 bit A/D, D/A converter combination allows for

real-time signal acquisition and playback under computer control. The

facility offers variable sampling rate as well as analogue processing

(amplifiers, analogue filters) on input and output. The coder simulation

24



runs in approximately 100 times real-time. Appendix B gives a listing of

the FORTRAN programs and subroutines relevant to the simulation.

All of the coder simulaﬁions to be described embody two basic
assumptions. The first of these is thét the transmission channel is
error—-free; in practice the output from the source coder is further
protected against transmission errors by channel coding. The second
assumption is more closely related to ATC In particular. We assume that
the problem of coding and quantizing the side information can be
separated from the coding of the'transform coefficients. Therefore, in
the simulation, the side information is not quantized. We do need,
however, an estimate of the extra bit rate required to send this side

information if meaningful comparisons with other coders are desired. For

the smoothing technique, we refer to an estimate of thé side information
rate in [4] and restrict 2 kb/sec of any bit rate stated to be allocated
to side information transmission. For schemes based on the all-pole
model, we use the same estimate. Linear predictive coders, which use the
all-pole model, can perform reasonably well at 2.4 kb/sec. Considering
that in this case, we want to code only the side information, 2 kb/sec

seems a generous estimate of the rate needed. We note in passing that
quantization techniques developed for LPC (reflection coefficients, log

area coefficients, etc.) are directly applicable to coding tﬁe side

information for the éll—pole model case.

The simulation uses speech waveforms as input. The scope of the
exXperiment comprises the processing of 2 utterances each spoken by 3

speakers (2 male, 1 female). The coder rates considerated are 9.6, 12,

25



and 16 kb/sec. The input speech, in all cases, is sampled at a rate of
8000 samples/sec. The samples are then band-pass filtered by an FIR
(finite impulse response) digital filter. The pass~band is 200 Hz to
3200 Hz which approximates the frequency response of a telephone channel.
Block sizes of N=128 (16 msec) and N=256 (32 msec) are utilized in the
ATC processing. Additionally the input signals can undergo

pre-processing operations such as pre—emphasis and/or windowing.

4.2 Simulation Results

The simulation results are presented in three sub-sections. The first
deals with ATC combined with the smoothing technique of 3.1.1l. The

second deals with ATC in connection with the all-pole technique of 3.1.2.
The third sub-section contains a number of modifications to and

refinements of the basic scheme.

4,2,1 ATC using the Smoothing Technique

We examine the performance of ATC by several means. Firét, we present
plots of waveforms at various points in the coder for a given input block
of speech samples. Second, coder performance is measured objectively by
using segmental SNR as a distortion measure., Third, the coders are

evaluated subjectively according to the results of informal listening

tests.

The input block of speech samples is taken from the middle of an

utterance., It is a high energy voiced segment from the vowel part of the
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word "depth". At this point in the utterance the pitch is constant.

Formants 1,3, and 4 are steady, with formant 2 dropping from about 1500

to 1000 Hz.

Figure 4.1 (a) shows the DCT spectrum for a particular input block.
Recall that the DCT is not equal to the Fourier spectrum. It is,

however, bounded by the Fourier spectrum. For future reference the

unqualified term spectrum implies the DCT spectrum. From the figure, we

see that the spectrum exhibits a formant structure and a pitch structure

analogous to the Fourier spectrum. Note the presence of energy below

200 Hz and above 3200 Hz resulting from the fact that the input block is

obtained from the input signal by rectangular windowing.

The basis spectrum estimate, derived by the smoothing technique of 3.1.1,

is illustrated in Figure 4.1 (b). Just 16 support values determine the

curve, The interpolated segments appear as straight lines on the
logarithmic dB scale. Notice that the estimate captures the gross

spectral structure. It does not, however, follow the fine structure.
Also the fit is poor at low frequencies.

Figure 4.2 (a) superimposes the

estimate and the signal spectrum.

We next consider the bit assignment based on this estimate. For
illustrative purposes, we use a bit rate of 9.6 kb/sec. This rate allows
for suffiéiently coarse quantization to make the coder effects obvious.
For this example 9.6 kb/sec is equivalent to 121 bits/block (block size =
128 samples). Referring to Figure 4.3 (a), we note the step structure of

the bit assignment curve. Also note that no bits are assigned above a
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frequency of 1.6 kHz, This effect is caused by the shortage of bits to
be allocated, coupled with the large dynamic range in the spectrum. The
small values of the estimate at high frequencies restrict the bit

assignment to the more energetic low frequency coefficients.,

The spectrum after quantization g) that is the receiver spectrum, is
shown in Figure 4.3 (b). The energy distribution strongly reflects the
bit assignment in that coefficients assigned zero bits are quantized to
zero. Because of the adaptive quantization, coefficients assigned even a
single bit are present at the receiver. Figure 4.2 (b) shows the
spectrum of the quantization noise. Theoretically the coefficients
should undergo equal distortion in regions where bits are assigned. In

practice, errors in the basis spectrum estimate and the integer bit

assignment constraint give the noise spectrum a fine structure.

Figures 4.4 (a) and 4.4 (b) are the input and receiver time waveforms.
Figure 4.5 (a) superimposes these two directly and Figure 4.5 (b) is the

error waveform. Note the large errors near 0 and 16 msec, that is, at

the block boundaries.

We now examine coder performance averaged over different sentences and

speakers. The objective measures are SNR and segmental SNR (SEGSNR)

[12]). Segmental SNR attempts to eliminate a bias in the conventional SNR

measure. Conventional SNR tends to give more weight to high amplitude

segments., Segmental SNR tries to alleviate this bias by averaging SNR

(expressed in dB) over short intervals (10-30 msec). Let Xy be the k-th

A

input block of time samples, X, the k-th decoded block, and K the number
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of blocks in an utterance, then

- -
Xl | % |2
SNR = 10 log =
10 |—¢
e A
| k=1 i
and SEGSNR = 10 10g10 q2
K - 12
X
with log)y (I+q®) = % 121 logg1 + Lkl
| XXk ?

Results using both measures are presented in tabular format in Table 4.1.
Figures 4.6 (a) and 4.6 (b) are plots of SEGSNR versus bit rate. With
reference to Figure 4.6 (a) we note that the SEGSNR drops almost linearly
with bit rate. At a given rate, differences between speaker can account

for up to 14 dB variation in SEGSNR.

Also from Figure 4.6 (b), a change in SEGSNR of up to 24 dB can occur
between the two sentences used in the experiment. Average SEGSNR values

are 11.0, 13.0 and 15.9 dB for rates of 9.6, 12, and 16 kb/sec

respectively.
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SNR (dB) / SEGMENTAL SNR (dB)

Speaker Sentence 9.6 kb/sec 12 kb/sec 16 kb/sec
1 A 9.9 / 11.6 12.0 / 14.0 14,1 / 17.3
B 9.5/ 9.2 11.0 / 10.9 12.6 / 13.6
2 A 9.5/ 12.1 10.9 / 14.2 13.0 / 17.1
B 8.1 / 10.8 9.1 / 12.6 10.5 / 15.2
3 A 11.8 / 12.2 13.6 / 14.2 16.2 / 17.2
B - 10.1 / 10.1 11.5 / 11.9 13.2 / 14.7
Overall Average: 9.8 / 11.0 11.4 / 13.0 13.3 / 15.9
By Speaker:
1 9.7 / 10.4 11.5 / 12.5 13.3 / 15.5
8.8 / 11.5 10.0 / 13.4 11.7 / 16.2
3 10.9 / 11.1 12,6 / 13.0 14.7 / 16.0

By Sentence:

10.4 / 12,0 12,2 / 14,1 14,4 / 17.2
B 9.2 / 10.0 10.5 / 11.8 12.1 / 14.5

Speaker 1: Male
Speaker 2: Female
Speaker 3: Male

Sentence A: It's easy to tell the depth of a well.

Sentence B: The birch canoce slid on the smooth planks.

Table 4.1 SNR Performance of the Smoothing Technique
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The SNR results have been supplemented by subjective evaluation to
censure a realistic assessment of signal quality. The subjective tests

involved seven experienced listeners.

The distortions in the coded speech were described as rough or harsh.

The distortions are annoying but are perceptually distinct from the
speech material and thus do not affect intelligibility. The distortionms
increased with decreasing bit rate. At 9.6 kb/sec, the speech exhibits a
warbling noise which makes the speech sound unnatural. High level clicks

are clearly audible. In addition, for some speakers, the speech sounds

muffled due to the loss of high frequency components.

4.2,2 ATC using the All-Pole Model Technique

We now examine ATC in combination with the all-pole model technique of
Section 3.1.2. The samﬁles contained in the input block of size 256
include the 128 samples of the previous example. In addition the block
is pre—emphasized by a simple first order filter and windowed by a

non-rectangular window. These refinements will be discussed in more

detail in the next section.

Figure 4.7 (a) shows the time waveform. Notice that the increased block
size spams & pitch periods for this speaker. Figure 4.7 (b) shows the
corresponding autocorrelation function, which is needed to calculate the
all-pole estimate of the basis spectrum. In the following section, we

will see how to extract even a better estimate from this function. For

the present, notice the peaks at 8 msec intervals which result from the

pitech periodicity in the time waveform.

37



AMPLITUDE <A.U.D

(A.U. D

AUTOCORRELATION

0 é lg 2; 32
TIME (MSEC)O
Figure 4.7(a) Input time waveform.

A

OUUVUVU

AAA AAAAAAMAAN

UUVTWVWVV TWW

8

16 24 32

TIME (MSEC)H

Figure 4.7(b) Autocorrelation function

of Figure 4.7(a).

38



The block of time samples is transformed, yielding the spectrum in Figure

4,8 (a), Windowing the time samples results in less spectral spill-over

in the DCT domain. We see decreased energy in the 0-200 Hz range and the

near absence of energy in the 3200-4000 Hz range (cf Figure 4.1 (a)).

Figure 4.8 (b) illustrates the all-pole model estimate for this block.

The analysis uses 1l-th order filter (12 parameters including filter

gain). The filter order is chosen to include four formants (8 poles)

plus three poles to approximate the speech spectrum roll-off. Note the
smoothness of the estimate and the good overall fit to the spectrum. The
all-pole model is known to fit formant peaks very well. For Figure 4.9 (a)
the spectrum and the estimate are superimposed. Notice that the estimate

fits the valleys more poorly. The match is especially bad at the

extremes of the spectrum. As the model is based on a minimum MSE

formulation, it is expected to fit peaks better than valleys.

Bit assignment based on the all-pole model is shown in Figure 4,10 (a).
A total of 212 bits (at 9.6 kb/sec) are assigned to the coefficients in
the block. The bit assignment remains step—like. It differs from the

one based on the smoothing technique in that some bits are allocated to

high frequencies in the third formant region.

The spectrum at the receiver is plotted in Figure 4.10 (b). The spectrum

exhibits improved high frequency response. Large spectral gaps remain,

however. Figure 4.9 (b) shows the spectrum of the quantization noise.
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We next look at the time waveformsfor this scheme. In Figure 4.11 (a) we
have repeated the input waveform for comparison with the receiver

waveform in Figure 4.11 (b). Figure 4.12 (a) compares these waveforms on

the same graph. Figure 4,12 (b) is a plot of the error waveform.
Referring to Figure 4.12 (b), note the reduced error near the ends of the
block (cf Figure 4.5 (b)). This is another consequence of the windowing

process.

We now change our focus from a particular speech segment to the overall
performance of the all-pole model scheme. SNR values are listed in
Table 4.2,

Figure 4.13 (a) illustrates performance as a function of the

speaker. We see that the SEGSNR is relatively insensitive to the

different speakers. The maximum deviation is about % dB. Figuré 4,13 (b)

shows the performance variation as a function of sentence material. A
difference of up to 24 dB is apparent. Thus this scheme exhibits

approximately the same sensitivity to sentence variation as the smoothing

technique., Overall average SEGSNR values are 11.2, 13.1, and 16.0 dB for

9.6, 12 and 16 kb/sec, about the same as the smoothing technique.

Subjectively, the all-pole model scheme exhibits different distortions when

compared to the smoothing technique. The coded speech contains a

background swishing or whistling sound. This distortion is closely

correlated with the speech waveform and as such is not perceptually

distinct from the speech. Starting at 12 kb/sec listeners notice a

reverberant speech quality and some muffling. At 9.6 kb/sec a warble or

burble is present. Most listeners prefer this scheme to the smoothing

technique.
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SNR (dB) / SEGMENTAL SNR (dB)

Speaker Sentence 9.6 kb/sec 12 kb/sec 16 kb/sec
1 A 12.0 / 12.1 14.4 / 14.4 17.6 / 17.6
B 11.5/ 9.9 13.8 / 11.7 17.1 / 1l4.6
2 A 10.1 / 12.2 11.9 / 4.1 14.8 / 17.1
B 11.2 / 10.9 12.9 / 12.5 ° 15.4 / 14.9
3 A 12.7 / 12.2 15.2 / 14,2 18.1 / 17.3
B 13.6 / 10.2 15.9 / 12.0 19.2 / 14.7
Overall Average: 11.9 / 11.2 14.0 / 13.1 17.0 / 16.0
By Speaker:
1 11.7 / 11.0 14.1 / 13.0 17.4 / 16.1
10.7 / 11.6 12.4 / 13.3 15.1 / 16.0
©13.2 / 11.2 15.5 / 13.1 18.7 / 16.0

By Sentence:

A 11.6 / 12.2 13.8 / 14.2 16.8
12.1 / 10.3 14.2 / 12.0 17.3

Speaker 1l: Male
Speaker 2: Female

Speaker 3: Male

Sentence A: It's easy to tell the depth of a well.

Sentence B: The birch canoe slid on the smooth planks.

Table 4.2 SNR Performance of the All-Pole Model Technique
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4.2.3 ATC Modifications and Refinements

We now clarify some of the modifications and refinements referred to in
previous sections. To some extent several of these refinements have been
incorporated into the all-pole model technique. A major modification, that
of adding a pitch estimate to the basis spectrum, will be introduced and

illustrated with the same example used in the previous section.

In the course of the experimental investigation it was discovered that
ATC could be improved by use of pre—emphasis, de—emphasis techniques.
Pre-emphasizing the input waveform boosts the energy at high frequencies
relative to the energy at low frequencies. This alteration of the signal

spectrum agrees in principle with the perceptual importance of high

frequency formants. The result of this refinement is to cause more bits
to be assigned to higher frequencies. Those high frequency components

which are allocated bits are reproduced in the receiver spectrum.

The complementary operation of de—emphasis is then performed at the
receiver. The filters used to accomplish pre—emphasis and de—emphasis

are given by eq. (4.1) and eq. (4.2) respectively.

1 n=20
h (n) = < -4 n=1 (4.1a)
P 0 elsewhere
-1
Hp(z) =1 - (22) (4.1b)
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no(n) = 27D (14cos[m/5]) 0 = 0,1,2,3,4
d (4.2a)
=90 elsewhere
H,(2) = 1 (4.2b)
1-(22) ¢

These filters were selected from a family of pre—emphasis characteristics

with the parameter h,(1) = -} selected experimentally.

A second refinement is the use of a non-rectangular window. When a

tapered window is incorporated, adjacent blocks are overlapped. The
amount of overlap is determined by the explicit window shape. The
raised-cosine window given by eq. (4.3) is employed. The window reduces

both spectral spill-over and the discontinuities at block boundaries. An

overlap of M=32 sampleswas found to be a good value.

L(1 - cos[m(i+l)/(M+1)] ) 1
w (1) = 1 i
L(1 - cos[r(N-1)/(M+1)] ) 1

0,1,...,M-1
M,M+1,...,N-M~1 (4.3)
N-M,N-M#1,...,N-1
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The window and its DFT are shown in Figures 4.14 (a) and 4.14 (b).

The above refinements operate on the time waveform. We now describe a
modification to the basis spectrum estimate, We term the scheme

resulting from this change the modified all-pole model technique.

In [8] Trilolet and Crochiere describe a way of adding pitch information
to the basis spectrum estimate. The autocorrelation function is searched
for the pitch period P (in samples) by looking for a peak away from the
origin., In addition, a gain value G is determined as the ratio of the
autocorrelation funection at P to its value at the origin (zero sample

lag). Note that G must lie in the range (0,1].

The new all-pole estimate (oji)2 is obtained from the original estimate

(oi)2 by multiplying  the estimate by a pitch factor o2(P,G)

A'2=A2.2PG
of o oi( ,G)

where

p 2
02(p,6) = [DFT[ {) G" &(n-mP)} - [U_()-U_ (-] ]
m=0 '

and Ug(n) is the unit step function.
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The pitch excitation is modelled as a decaying impulse train with period
P. The amplitude of the pulses are geometrically weighted by G.

Furthermore, the sequence is windowed by a rectangular window of length N.

Note that the pitch model is described compactly by only two parameters.

These parameters must be included in the side information sent to the

receiver.

We demonstrate the modified technique by example. Figure 4.15 (a) is a
repeat of the spectrum in Figure 4.8 (a). Figure 4.15 (b) shows the
basis spectrum estimate using the modified all-pole model. The pitch
peaks spaced by the fundamental frequency (125 Hz) are clearly evident.

~The estimate captures both the gross formant structure as well as the

fine pitch striations. Figure 4.16 (a) compares the estimate and

spectrum directly. Note that the estimate is still poor at the spectrum

extremities.

It is appropriate to mention one further refinement at this point. All
the basis spectrum estimates do poorly near O Hz. To avoid wasting bits
on a region where input signal has no energy, a change in the bit

assignment is introduced. Coefficients in the range of 0 Hz to some

cutoff f. are allocated zero bits. For the simulations f. is chosen
as 125 Hz. This value is consistent with the band-pass filter and window

characteristics.,

Figure 4.17 (a) shows the bit assignment with the number of bits/block

set at 212, The bit assignment reflects the pitch periodicity in the
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Figure 4.15(b) Basis spectrum estimate using the modified
all-pole model technique.
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basis spectrum estimate. Peaks in the spectrum are allocated bits while
few bits get assigned to nulls. This frees additional bits to be

assigned to higher frequency peaks.

The receiver spectrum is shown in Figure 4.17 (b). The receiver spectrum
displays the fine structure of the input spectrum. Also high frequency
energy is extended to the fourth formant region. The quantization noise

spectrum is plotted in Figure 4.16 (b).

Time waveforms are illustrated in Figure 4.18 (a) and Figure 4.18 (b).
Figure 4.19 (a) compares input and receiver waveforms directly. Figure
4,19 (b) is a plot of the error waveform. Note the amplitude of the

error is reduced in comparison with all-pole model error in Figure 4.13 (b).

We next present results to indicate the performance of the overall
scheme. Table 4.3 displays the SNR performance for the modified all-pole
model scheme. Figure 4.20 (a) shows SEGSNR sensitivity to speaker
variation. The introduction of pitch, a strongly speaker dependent
phenomenon, into the basis spectrum estimation has increased the

performance sensitivity to different speakers. Variations in SEGSNR of

up to 2 dB are shown.

Figure 4.20 (b) shows SEGSNR variation to sentence material. SEGSNR can

decrease by as much as 2% dB. Thus the sensitivity remains unchanged

from the other schemes.

56



-0

AMPLITUDE <A.U.>

TIME C(MSECS

Figure 4.18(a) Input time waveform (same as Figure 4.7(a)).

C kafiadd AM\/\A e MAM |,
cMEURNEIY S it

TIME (MSEC)

Figure 4.18(b) Receiver time waveform.

57



AMPLITUDE ¢4, U.)

0 8 16 24 32

TIME (MSEC)

Figure 4.19(a) Superimposed plot of input and receiver
time waveforms.

N

I
=k
a
s

A A M”i i A
lE]J o 'Av/ AWAJM"\/A"AU“L"A W% MWMWAVA /\V.vf\w AAAA AVAVA"W A o WV v
.
—
H n
e
o T )
3
T
B : 16 21 2

TIME (MSEC)

Figure 4.19(b) Quantization error time waveform.
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Speaker Sentence
1 A
B
2 A
B
3 A
B

Overall Average:

By Speaker:

By Sentence:

Speaker 1: Male
Speaker 2: Female

Speaker 3: Male

Sentence A: It's easy to tell the depth of a well.

SNR (dB) / SEGMENTAL SNR (dB)

9.6 kb/sec

14.4 /
14.8 /
13.8 /
15.0 /
14.0 /
14.9 /

14,5 /

14.6 /
14.4 /
14.4 /

14.1 /
14.9 /

14.2
11.7
14,5
12.5
12.8
10.7

12.7

12.9

13.5
11.7

13.8
11.7

16.8 /
17.1 /
15.8 /
17.2 /
16.2 /
16.8 /

16.6 /

16.9 /

16.5 /
16.5 /

16.2 /

©17.0 /

12 kb/sec

16.4
13.6
16.5
14,3
14.7
12.3

14.6

lS.O

15.4
13.5

15.9
13.4

Sentence B: The birch canoe slid on the smooth planks.

20.1
20.5
18.8
20,4
19.1
19.9

19.8

20.3

19.6
19.5

~ Y S N N~

19.3 /

20.3

16 kb/sec

19.3
16.5
19.4
16.8
17.4
15.0

17.4

17.9

18.1
16.2

18.7

/ 16.1

Table 4.3 SNR Performance of the Modified All-Pole Model Technique
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Figure 4.20(a) Sensitivity of the modified all-pole model
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Figure 4.20(b) Sensitivity of the modified all-pole model
technique to sentence material.
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Fig. 4.21 compares the average performance of the three schemes
examined. The modified all-pole model shows the best average

performance; 12.7, 14.6 and 17.4 dB for 9.6, 12 and 16 kb/sec. This is

almost 1% dB better than the other schemes.

When speech processed with the modified all-pole model scheme is
presented to listeners, they characterize the distortions as being
similar in nature to those of the all-pole model scheme. Listeners
generally find the distortions less objectionable and they suggest
that the modified scheme has the best overall quality of the three
schemes investigated. Some listeners, however, notice only a slight

improvement with this technique as compared to the all-pole model

scheme.
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A Conclusions

In this chapter we summarize the contents of preceeding chapters and

state the conclusions of the study. In a final section we outline areas

for future investigations.

We have presented a basic transform coding framework. The flexibility in
TC lies in the choice of the transformation énd in the choice of the
quantization strategy. We have selected the DCT as a computationally
efficient approximation to the optimél Karhunen-Loéve transformation. As
well, a general quantization strategy has been formulated, with several
specific schemes implemented in a computer simulation. The simulation
affirms than ATC is an excellent alternative for speech coding. It
offers a range of qualities from very good at 16 kb/sec, to noticeably
distorted (but completely intelligible) at 9.6 kb/sec. In fact, at 9.6
kb/sec, ATC (using the modified all-pole scheme) gives better quality

than any other scheme presently available.

The performance of ATC depends to a large degree on the accuracy of the
basis spectrum estimate. In this regard, the smoothing technique is too
crude an estimate to model speech spectra accurately. The estimate
yields a step—-like bit assignment curve which does not capture the fine
structure (pitch striations) in the original spectrum. The smoothing
technique is not speech specific. This apparent drawback may be an
advantage in the coding of inputs other than speech, or in cases where

the coder must handle several types of inputs (as in the telephone

network which carries both speech and voice~band data). For example, we
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have shown that a 24 kb/sec ATC coder using the smoothing technique, when

applied to voice-band data at 4800 b/sec, yields an error rate of 10~4;

this compares favourably with other coding schemes, and can certainly be

improved.

Basis spectrum estimates using the all-pole model yield better quality
coded speech. The all-pole model provides an accurate, congise
repreéentation of the overall basis spectrum shape. The addition of
pitch information into the modified all-pole model scheme results in the
best overall performance of the threé schemes investigated. The pitch
model provides the necessary fine structure for the basis spectrum

estimate., The improvement obtained using the pitch model seems somewhat

speaker dependent.

The quality of speech coded by ATC is improved by the use of a
non-~rectangular window. Windowing reduces clicks by reducing energy near

the block boundaries. An additional benefit of windowing is reduced

spectral spill-over.

A pre-emphasis filter at the transmitter and a de-emphasis filter at the
receiver can further improve ATC performance. The pre-emphasis filter
causes better high frequency reproduction by boosting the energy in the
higher f;equencies_before coding. The de-emphasis filter helps to reduce
click amplitudé since the filter attenuates the high frequency components

of the clicks. A disadvantage of too much pre—emphasis is that the

proceésed speech has an audible swishing background noise.
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At low rates such as 9.6 kb/sec, speech processed by ATC exhibits
noticeable distortion. One type of distortion is a kind of warbling

or burbling noise which is perceptually integrated with the speech
material and sounds quite unnatural. We speculate that the warbling may
be caused by a lack of continuity in the formant trajectories. Since the
quantization of the transform coefficients is independent from block to
block, it is possible that formant trajectories (especially those of the

lower energy second and third formants) can become discontinuous.

ATC appears complex when compared to conventional waveform coders. The
main sources of complexity, however, are two types of signal processing.
First, the computation of a DFT is an integral part of the DCT
calculation and of the all-pole basis spectrum estimate. Second, a
recursive matrix inversion (Levinson's algorithm) is required to generate
the all-pole filter. In a practical ATC coder these two functions must
run in real-time. The general usefulness of the DFT as a signal
processing element may well mean that a DFT module (perhaps a self -
contained integrated circuit) might be available in the near future. The
all-pole filter calculation can presently be done in real-time with fast

microprocessors. Hence, a real-time adaptive transform coder is a

feasible device.

A situation where ATC may prove useful, independently of whether or not
the required circuitry becomes sufficiently inexpensive in the short term
to permit its widespread use in private terminal equipment, is in message
store-and-forward or message retrieval systems. The point of the coding

is to ensure efficient use of digital storage. Expense is limited
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because a single coder serves a large group of subscribers. ATC may also
be.- a viable alternative for secure communications. In this case, digital
transmission facilitates the encryption of high security messages. A
constraint in some secure systems is that existing communication links
with limited channel capacity must be ﬁtilized. For example, a telephone
channel with special compensation (i.e. adaptive equalization) can

support transmission rates of up to 9.6 kb/sec, a rate at which ATC

yields speech of communication grade quality.

Last, we present several suggestionsrfor future work in ATC. One area
which needs further investigation is the determination of those waveform
characteristics which correlate with the preceived distortions. Such a
study is fundamental to the extension of ATC to even lower bit rates.
Below 12 kb/sec the coding scheme has few bits to assign and therefore
must allocate bits only to perceptually important spectral components. A
seéond area of interest is the transmission of voice—band data using ATC.
The spectrum of voice—~band data differs markedly from that of speech.

The ability of ATC, a frequency domain technique, to adapt to varying
spectral energy distributions makes ATC a logical choice for systems
which transmit both speech and data. Other specific issues in ATC that
need investigation are the effects of channel errors on coder
performance, pole~zero modelling of the basis spectrum, and side
information quantization strategies. The solution of these problems will

help push ATC towards practicality.
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APPENDIX A

Efficient, In-Place Computation of the Discrete Cosine Transform (DCT)

Let x(n), n = 0,1,...N-1 be an N point data sequence and X(k) be its

corresponding DCT. Then

N-1
X(k) = 2¢(k) ) x(n)cos[n(2n+1)k/2N] k=0,1,...,N-1 . (A.1)
N n=0
where _ c(k) = 1/v2 k=0
=1 k=1,2,...,N-1

Reference [20] describes a method for using an N point DFT to

calculate an N point DCT. For convenience, we now rederive this

result.

Let the summation in eq. (A.l) be denoted by

N-1
F(k) = z x(n)cos[r1(2n+1)k/2N] (A.2)
n=0

Assuming N is even, define auxiliary sequence y(n) by

y(n) = x(2n)
n=20,1,...,(N/2)-1 (A.3)

y(N-1-n) = x(2ntl)

‘Substituting y(n) for x(n) in eq. (A.2) yields

N/2-1
F(k) = )  y(n)cos[(4n+l)k/2N]
n=0
N/2-1
+ Z y(N-1-n)cos [ (4n-+3)k/2N]
n=0
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If we let n' = N~1-n in the second summation, simplify, and

combine the sums, we get

N-1 '
F(k) = ) y(n)cos[n(4n+l)k/2N]

n=0

We may evaluate F(k) as the real part of the sequence

N-1
H(k) = z y(n)exp[-jr (4nt+1l)k/2N]
n=0
N-1
= exp[-jmk/2N] ] y(n)exp[-j2mnk/N]
n=0

Identifying the summation as the DFT of y(n), namely Y(k),

F(k) = Re[H(k)] = Re{ exp[-jwk/2N]Y(k)} (A.4)

Furthermore, it can easily be shown

H(N-k) = -j H(k)*

(* denotes complex conjugation). Thus

F(k) = Re [H(Kk)] k= 0,1,2,...,(N/2)-1

(A.5)

F(N~-k) = -Im [H(k)] k=1,2,...,(N/2)
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and X(k) can be evaluated from F(k).

The above derivation shows that an N point DCT may be calculated
using an N point DFT. We next consider the problem of in-place

calculation.r

The rearrangement indicated in eq. (A.3) 1is simplified when one
considers x(n) as a 2 by (N/2) matrix stored in a linear array

(as in the FORTRAN convention).
For example, if N = §

x(0) x(2) =x(4) x(6)

x(1) x(3) =x) x(7)
Consider the transpose of this matrix,

%(0) x(1)]
x(2) x(3)

x(4) x(5)

x(6)  x(7)]

Comparing storage order,
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Original Transpose y(n)

x(0) x(0) x(0)
x(1) x(2) x(2)
x(2) x(4) x(4)
x(3) x(6) x(6)
x(4) x(1) x(7)
x(5) x(3) x(5)
%(6) O x() x(3)
x(7) x(7) x(1)

Thus rearranging the transpose order to get y(n) is a simple
matter of reversing the order of the elements in the second
half of the array. Algorithms for the in-place transposition

of rectangular matrices may be found in [21], [22].

To summarize, the steps in computing the DCT are as follows:

1) following eq. (A.3) rearrange the data in-place (using

matrix transposition)

2) wuse an in-place FFT algorithm (for real data) to calculate
Y(k) (note that an FFT of an N point real sequence needs

only N storage locations)
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3) perform the complex multiplication in eq. (A.4)

s

4) calculate F(k) from eq. (A.5)

5) multiply F(k) by 2 c(k)/N

The inverse DCT is computed in a similar manner. The IDCT is

defined as:

N-1
x(n) = ) c(k)X(k)cos[m(2n+l)k/2N]
k=0

n=20,1,..., N-1

The IDCT may be computed

as
N-1

w(n) = Re Z {c(k) X(k)exp[jrk/2N]}exp[j2mnk/N]
k=0

and

x(2n) = w(n)

n=20,1,..., (N/2)-1

x(2ntl) = w(N-1-n)

71



Note that the real part operation may be performed in the

frequency domain. If

R(k) = c(k)X(k)exp[jnk/2N]

we can take the IDFT of 3[R(k) + R*(N —~k)] and avoid taking

real parts in the sample domain.

The IDCT can be calculated in-place using the following steps,

1) replace the X(k) sequence by 2[R(k) + R*(N - k)]

2) wuse an in-place IFFT algorithm (for transforms of real data)

to calculate a permuted version of x(n)

3) use matrix transposition to unscramble x(n)

Two subroutines (listed in Appendix B), DCT and IDCT, implement
these ‘procedures for N a power of 2 ranging from 4 to 2048.
RFFT performs the real forward and inverse FFT operations.
MTIP2 is used for in-place matrix transposition. Note that the

complex exponentials are calculated recursively for increased

efficiency.
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APPENDIX B

This appendix lists the FORTRAN modules used in the computer simulationms.
Only routines which are directly relevant to the ATC simulation are
presented. Auxiliary programs used for filtering and windowing, as well

as all system dependent routines, are excluded.

A sequence of operations is required to simulate the complete coder
action. A file containing the speech samples is first passed through a
pre—emphasis filter. The filtered speech is partitioned into coding
blocks by windowing the speech using overlapping windows. Thus adjacent
blocks have common speech samples. These blocks are placed in a
temporary file. This file is coded via the ATC program. After coding,
the overlapping portions of adjacent blocks are added together to undo
the effects of windowing. A last step de—-emphasizes the coded speech to

produce the desired output file.

Functional Description of Program Modules

ATC — Adaptive transform coding main program

ASSIGN - Bit assigmment for ATC

AUTO ~ Autocorrelation method of determining best all-pole model
filter
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DCT

DECMCR

DPCLOS

DPOPEN

EXIT

FLTYPE

HDRIN

HDROUT

IDCT

MESSAG

MT21

MTIP2

Forward (in-place) discrete cosine transform

Gets input and output file names

Closes a file opened by DPOPEN

Opens a file for reads (READW) or writes (WRITW)

— Stops program execution

Adds a default file extension to a file name

- Inputs an audio file header (header contains sampling

frequency, creation date, and file length)

- Qutputs an audio file header

- Inverse (in-place) discrete cosine transform

- Interface to system message utility (used to print I/O

errors)

= Nucleuys called by MTIP2

- Transposes a 2 by N/2 or a N/2 by 2 matrix in-place
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QUANTIZE

RADS0

READW

RENEW

RENINT

REQUES

RFFT

RLTRFM

SCHED

S INFO

TCSINFO

TIME

Quantizes a variable given a quantizer characteristic
ASCII to an internal character format

Reads from a file

Replenishes a buffer with a new set of samples
Initialization for RENEW

Requests execution of a specified task (used to invoke Master

Console Routine MCR)

In-place FFT (and inverse FFT) for real data
Nucleus célled by RFFT

Schedules task for execution at a given time
Side information using thé smoothing technique

Side information using all-pole model or modified all-pole

model

System time routine
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VFFT — Nucleus called by RFFT

VSORTP - Sorts an array (in increasing order / keeping track of sort

permutation).

WRITW - Writes to a file

76



THANSFORM CODING PRUGRAM

noon

PRUGRAM ATC

10/04/79 D, SLUAN

C

C VATA DEFIN[TIONS

c
PARAMETER BUFSLZE=S512 ! 2 BLOCK SPEECH BUFFER
PARAMETER MAXPARAZ256 ! MAX TRANSFORM S1ZE
PARAMETER MAXBITS=38 ! MAX QUANTIZER BITS
PARAMETER QS12E=510 ! 24%(MAXBITS+1)=2
PAHRAMETER UPBND=16383,,LOwBAD==16304, ! D/A RANGE
PARAMETER YES='Y', NU='N', SLASH='/"

T LUNS
PAKRAMETER FILEIN=1,FILEOUT=2,FILEQNT=3,INDIR=4,KBD1=5,KBDO=5,
1 LPR=6,FILEPLT=7

C
BYTE INFLILE(38),0UTFILE(38),UNTNAMES(20,6),TIN(8),
1 1US I'B,GMCR, BDUMMY ,LAPLC ,UNLF,MULAW, QTYPE,
2 GAUSS,GAMM , ALAW,DTYPE

¢
LOGICAL PLOT,ZERDFRM,P1TCH

c
INTEGEK®2 IBUFFEK(BUFSIZE),BITS(MAXPARA),IDST(2),SAMPLES,
1 RATE.R,BUFCNT, FRMCNT ,UFFSET ,HRS , MIN, SEC

c
INTEGER¥4 NFRAME, [4DUMMY

c
KEAL BUFFER(BUFSIZE),Q(0SL2E),SIGMA(MAXPARA) ,FGAIN(MAXPARA),
1 S1GMACLD (MAXPAKA) ,OSCALE(MAXBITS)

c
EQUIVALENCE (iUST,IOSTB), (BUFFER,IBUFFER)

C
DATA LAPLC,UNLF,MULAW,GAUSS,GAMM,ALAW/ 'L, YU, TM!I, "N ,'GY, 'A%/,
l un‘rNAHES/IDl'lPl'lllllzl,lLl lAl,lP',lL',lAl'lcl'IEI'|.|'
2 Iul‘lul'l'[l's‘o. IDI,IPI'Ill :','U','N‘,'I',‘F'I'O',.R"
3 TMY L LT QY TN, YT L, 540, DY, VR, TRt Mty L YA,
4 'n','.','Q',‘N','T',T‘O, lDl'lpl.lll'l:I'lGI'lAl"u"lsl'
5 'S','.','Q','N.,'T',7UO, '0','?','1';':'.'G"'A','H','M',
6 TATLY LT A N YT, RO, YD, P N, N A LY, AT Y,
7 Pt QY NN, T, 80/

c
CLIP(X)=AMAX1( AMIN1{X,UPBND), LOWBND)

c
LUNIN=KBDL
LUNOUT=KBDUL

-

C GET [nk INPUT AND ODUTPUT F1LE WAMES

c

10 CalL UECMCR('$AUDIO FILES: ',0UTFILE,*AUD',INFILE,'AUD',
1 LUNIN,LUNOUT, GMCR)
1F(OUTFILE(1) ,EQ.0 OR, INFILE(1),EQ.0)G0 TO 10

c

C UPEN IHE INPUT AUDIO FILE

o
CALL DPUPEN(FILEIN,IOST,INFLLE, ,'READ',NBLK)
CALL MESSAG(,10ST)
1F (1USTB.LE,0)GO TO 10
NBLK=1ABS(1UST(2))=1
1F(NBLKL,LE,1)GU TO 850

o

C READ I'HE INPUT FILE HEADER (ALSO PRINTED ON LPR)

C .
CALL HORIN(FILEIN,IDST,SFREQ,NDBLK,LPR)
1F(10STB,LE,0)GO TO 850

o

C OPeN [HE OUTPUT AUDIOD FILE

c

NoLK==NBLK

CALL DPOPEN(FILEQUT,108T,0U1FILE,

CALL MESSAG(,[0ST)
IF(10518,GT.0)GU TO 40
C ERRUR IN OPENING OUTPUT FILE

! ALLOCATE A NOUN=CONTIGUOUS FILE

» '"CREATE

CALL DPCLOS(FILEIN,1OST,'SAVE")

CalLlL MESSAG(,IUST)
GO Tu 10

' WNBLK)

4
C wRITE THE UUTPUT AUDIO FILE HEADER (ALSO PRINTED UN LPR)
c
4

'] CALL HUROVUT(FILEOUT,l0ST,SYREQ,NBLK=1,LPR)

1F(1USIB,LE.V)GO TO 750

C FIND UUT THE FRAME LENGTH LN SAMPLES

-

50 IF(LUNODUT EQ . KBDO)WRITE (LUNOUT, 1000)
READCLUNIN,1100,ERR=50,END=T750)SANPLES

NPARA=SAMPLES
LF(HPARA,LT, 4
14DUMMY=NBLK=]
NFRAME=14DUMMY 256/ SAMPLES

+UR,
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14bUMMY=0

c
C FIND OUT THE WUANTIZER TYPE
c
60 IF(LUNUUT EQ.KbDO)WRLITE(LUNOUT,1200)
REAVD(LUNIN,1300,ENU=750)NCHR,uTYPE
LF(NCHR,NE.1)GU T0 60
LE(UTYPEEG,LAPLC JUR, UTYPE.EWQ.GAUSS .UR,
1 UTYPE.EUW,GAMM)GO 10 7w
IF(QIYPE.NELUNIF (AND, QPYPE.NE.MULAW ,AND,
1 QYIYPE.NE.ALAn)GD TO oV
c
C uPeN QUANTIZER FILE
o
70 IF(UTYPE.Eu.LAPLCIJI=]
IF(UTIPE.EQUNLF )J=2
IF(UTYPE.EW, MULAW)J=3
1F(UTIPE.EW.GAUSS)J=4
LF(UTIPE.EU.LAMMIJ=S
1F(UTYPE.EU.ALAN )J=6
o
UPEN(UNIT=FILEQNT, NAME=QNTNAMES(1,J),.TYPE='0LD',READUNLY,
1 EHRR=750,FURM='"UNFORMATTED' ,BUFFERCOUNT=2)
c
C FILL IN WUANTIZER ARRAY "@"
c
NLEV=2
INDA=1
c
00 90 I=1,MAXBLTS
READ(FLLEQNT,ERR=T50) (Q(J),J=INDX, INDX+NLEV=1)
INDX=1uDA+NLEY
yo NLEVENLEVE2Z
c
C CLOSE WuUANTLZEK F1LLE
<
CLUSE(UNLT=FILEUNT ,DISPOSE="SAVE")
c
C READ MAAIMUM NUMBER OF BITS TU BE ALLOCATED TO AN INDIVIDUAL COEFFICLENT
c
100 IF(LUNUUF L EQ.KBDD)WRITE(LUNOUT,1700)

READ(LUNIN,1100,ERR=100,END=T50)MAXASN
IF{MAXASN,LT,U OR. MAXASN,GT.MAXBITS)GO TO 100
LE(MAXASN EU.V)MAKASN=MAXBLTS
c
C REALD WUANIIZER LUADING FACTORS
C UNE FUR EACH NUMBER OF BITS THAT COULD BE ASSIGNED
c )
110 LIE(LUAUUT EQ KBDDIWRITE (LUNOUT,1400)MAXASN
REAU(LUNIN,1500,ERRS110,END=750) (USCALE(L),I=1,MAXASN)
C
C DEFAULT VALUE FUR GSCALE 1S 1.V
c
DU 111 1=1,MAXASN
IF(USCALEL]I) LE.O.,Q)QSCALE(L)=1,0
111 CONTINUE

C GET NOLSE SHAPING PARAMETER

115 1# (LUNOUT,EQ.KBDO)WRITE(LUNOUT, 3800)
READ(LUNIN,1300,ERR=115,END=T750)GAMMA
IF(GAMMA,LL,=1.0 .OR, GAMMA,GT.0,0)GO TO 115

C GET VLISIORFIUN FUNCTION TYPE
c
1

17 IF(LUNGUTEQ.KBDO)WRITE(LUNVOUT,4000)
READ(LUNIN,1300,END=TSQ0)INCHR,DTYPE
IF(NCHKJEQ.Q)DTYPESQTYPE ! DEFAULT IS5 QTYPE
LF(UTYIPE.RE.LAPLC JAND, DTYPE.NE.GAUSS .AND.

1 DTYPELNELUNIF)IGD 10 117

BIT HATE

- nNano
(2]
(<
v

20 LF(LUNQUT ,EQ.KBDO)WRITE(LUNOUT, 1800)
READ(LUNIN,1500,ERR=120,END=TS50)BLITRATE
LF(BIIKATE.LE,0.0)GU TO 12V
RATE=NPARA*BITRATE/SFREQ
TEMPSRATE*SFREQ/NPARA

NERBUE=BUFSIZE/SAMPLES ! NO. OF FRAMES PER SAMPLE BUFFER
c

C PARAMETER FUK FRAME TO FRAME MEMQORY IN VARIANCE ESTIMATE

c

125 IF(LUNOUT . EQ.KBDD)WRITE(LUNOUT, 3400)
KEAD(LUNIN,1500,ERR=125,END=750)ALPHA
IF(ALPHA,LT, V0.0 JOKR. ALPHA.GE.L1.0)GU TO 125
BETA=1.0=ALPHA

C GET PREDICTUR UHUER

130 LF (LUNJUUT L EQ . KBDO)WKITE(LUNUUT, 3600)

78



READ(LUNIN, 2800,ERR=130,END=T5Q)NCHR,M
IF{NCHR,EQ. U JURe M LT 0 ,UR, M,6T.24)G0 TO 130
Ap=mel

PITCH=.FALSE.,

IF(M.EQ,0)6U Tu 145

C GET PITCH ESTIMATION PARAMETER

140 1F (LUNUUTLEQ.KBDOIWRITE(LUNOUT,3900)
READ(LUNIN,13U0,END=T50)NCHR,BDUMMY
LF(BDUMMY,EQ,NO)GO TO 145
IF(BDUMMY (NE.YES +AND. NCHR.GT.0)GO TO 140
PI1TCH=,TRUE,

c

C OUTPUT COULNG SCHEME PARTICULARS TO THE LINE PRINTER

C

185 wRITE(LPR,23VU0)NPARA,QTYPE,MAXASN
WRITE(LPR,2350)(OSCALE()),1=1,MAXASN)
WRITE(LPR,2400)RATE, TEMP
WRITE(LPR,2375)GAMMA,DTYPE
IF(M.GT,0)wRITE(LPR,2500)M4,PLTCH
IF (MU VO)nRITE(LPR,2600)
IF(ALPHA.GF.U.0)ARLITE(LPR,3IS00)ALPHA

c
C PREEMPHASIS = DEEMPHASIS UPTION
C ( DEFAULT 1S NO PHREEMPHASLS « DEEEMPHASIS )
c
150 IF(LUNOUT . EUKBDO)WRITE(LUNOUT, 2500)
READ(LUNIN, 30U0,ERR=150,END=T750)NCHR,FBRK) , FBRK2
C
DELTAF=SFKEW/ (2, *NPARA)
F=0.0
c

DO 160 1=1,NPAKA

FGAIN(L)=1.0

IE(FBRE2.GILFBRKLIFGAINCL)S(1.+(F/FBRKL)*%2) / (1.+(F/FBRK2)%%2)
C INITIALIZE S1GMAOLD TO ZERD

S1GMAULL(L)=0,0
te0 F=E+DELTAN
c

LF{FBRE2,GT,FBREIIWRITE(LPR,3100)FBRKL,FBRK2

PLOT BASLS SPECTRUM OPTLON

nnaoa

PLUT=,FALSE,

180 IF(LUNUUT.EQ.KBDD)IWRITE(LUNOUT,3200)
READ(LUNIN, 130U, ENUSTS0)NCHR, BDUMMY
LF(BDUMMY EQ.N0 JOR, NCHR.EQ,0)GD TO 185
IF(BLUEMY NELYES)GU TO 18y
PLOF=.TRUE.

OPEN PLOT FLLE

noon

NBLKP==NFRAME®* ( (NPARA¥4+511)/512)

CALL DPOPEN(FILEPLT,IOST,'UP):PLT.DAT',, 'CREATE' ,NBLKP)
IF(1USIB.GT,.0)60 TO 1BS

CALL MESSAGL,10ST)

WRLTE(LUNOUT,3300)

PLUT=,FALSE,

FOR STAKTING TIME

-0nn
>
w
=

s CALL TLIME(TIM)
IF(LUNUOUT .EUKBDO)WRITE (LUNOUT,4100)TIM
IF(LUNOUT EQ.KBDO)WRITE(LUNOUT, 4200)
READ(LUNIN,4300,ERR=185,END=T750)HRS,MIN,SEC

C
C SCHEDULE TASK
C
CALL SCHED(HKS,MIN,SEC)
C
C INITIALIZATION
C

181/ NBSTP=1
NBLUCKS=(NPARA+127)/128
NBYTEP=NPARA#4
NMEM=0
NBST=2 { START AT BLOCK 2 (SKI1P HEADER)
NBB=BUFSLIZE/2%6 ! NO., OF BLUOCKS PER BUFFER
WRENENSS(NERAME+NFRBUF =1 ) /NFRBUF
X2=0,0
£2=0.0

INITIATE FIRST THRANSFER

nnon

CALL RENINT(FILEIN,BUFSIZE,NMEM,NBLK,NBST)
VU 300 BUFCNT=1,NRENERS

o
C PROCESS A NEW BUFFER
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CALL KENEw(BUFFER,N,IUST)
LF(1USTB.LE.O)GO TO 750
LAST=a/SAMPLES

TRANSFURM THE BUFFER

naon

DO 19V FRMCAI=1,LAST
OFFSEI=(FRMCNT=1)*SAMPLES+]
19v CALL DCTU(BUFFER(OFFSET),S5AMPLES)
C
C WUANTIZE THE FRAMES
c
DO 250 FRMCNT=1,LAST
OFFSET=(FRMCNT=1)*SAMPLES
14VUMMY=[4OUMMY +1 ! INCREMENT UVERALL FRAME COUNT

ZERUFRA=,TRUE,

(2]

LU 22V I=1,NPARA
TEMP=(BUFFER{L+OFFSET)*#2)¥FGAIN(I)
ZERUFRMSZERUFRM AND. TEMP,EQ,0,0
IF(ALPHA.EQ.0,0)GU TO 220
PEMP=ALPHA¥SIGMAOLD(1)+BETASTEMP
SIGMAULO(1)=TEMP

SIGMA(1)=TEMP

~
<

If AN ENTLIRE FRAME [S ZERU SKIP WUANTIZATION

naaan

IF(ZEROFRM)IGU TO 250

nnr

PREPARE SIDE LNFURMATIUW

IF(M.GY,0)CALL TCSINFO(S1GMA,NPARA,MP,SFREQ,PITCH)

€«

1¥(,NOT, PLOT)GU TO 232

ARLTE BASLS SPECTRUM TQ PLOT FILE

noan

CALL WRITW(FILEPLT,IUST,NBSTP,NHBYTEP,SIGMA)
NBSTP=WBSTP+NBLUCKS

IF(108IB.,GT,0)GO TU 232

CALL MESSAG(,10S8T)

CALL DPCLUS(FILEPLT,i0ST,'DELETE")

CALL MESSAG(,10S8T)

WARITE(LUNOVT,3300)

PLOT=.FALSE,.

C BIT ASSIGHNMENT

232 R=RATE
CALL ASSIGN(SIGMA,BITS,R,NPARA,MAXASN,GAMMA,SFREQ,DTYPE)

DO 250 1=1,NPARA
XK1=BUFFER{L+UFFSET)

X2=X2+X14X1
Y1=0.0

€

1F(S1GMA(1).GT.0.0)GD TO 240
WRITE(LPR,3700)L4DUMMY, [ ,51GMA(I)
IF(SIGMA(L)4LT.0.0)GO TO 750

GO TO 248

240 IF(BLTS(1).EW,0)GO TO 248
S=USCALE(BITS(1))
NLEV=2¢381TS())

LEVELLISRLEV=]
FS=S4SURT(SLGMA(I)/FGAIN(L))
YI=X1/FS

CALL QUANTIZE(YI,Q(LEVEL1),NLEV)
Y1=YI¥FS

248 E2=E2+(X1=Y]1)}%*%2
BUFFER(L+UFFSET)=Y1

259 CONTLINUE

c

C INVERSE TRAWSFURM THE BUFFER

c

’ D0 260 FHMCNI=1,LAST
OFFSET=(FRMCHT=1)$SAMPLES+]

260 CALL LOCT(BUFFER(UFFSET),S5AMPLES)

c

C PLACE SAMPLES LN INTEGER OQUTPUT BUFFER

C
00 270 I=1,N

210 IBUFFERCL)=CLIP(BUFFER(L))

c

C OUTPUL SAMPLES TU DISK FILE

c
NBYTES=N®#2
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300

CALL wRIVW(FLLEQUT,l0ST,NBST,w8YTES, IBUFFER)
WWlusSTB. LE,U)GU TD 750

NSST=HNBST+NBE l UPDATE STARTING BLOCK

C SIGNAL TU NOLSE CALCULATION

ann

-rnnnonn

50

XY

SNR=1V,*ALUGIO0(X2/E2)
WRITE(LPR,2TUQ)SNR
ARITE(KBDUO,2700)5NR

EART Tu CLOUSE INPUT, UUTPUT FiLE ( ANU PLUT FILE IF NECESSARY)

CALL MESSAG(,105T)

CALL UPCLUOS(FILEOUT,108T,'SAVE")
l¥(.N0I, PLOTIGU TO 850

CALL MESSAG(,108T)

CALL DPCLUS(FILEPLT,LUST,'SAvVE!)
GO TU 850

EXIT TU CLUSE IWPUT, DELETE UUTPUT ¥ILE (AND DELETE PLOT FILE

IF NECESSARY)

CALL MESSAG(,1081T)

CALL UPCLOS(FILEQUT,108T,TDELETE')
1IF( NUL, PLOF)IGOU TO 850

CALL MESSAG(,1U0ST)

CALL VPCLUS(FILEPLT,LO0ST,'DELETE')

C
C CLUSE LNPUT FILE
c
8

CALL MESSAG(,LUST)
SALL DPCLUS(FILEIN,IUST,'SAYE')
CALL MESSAG(,1UST)

c
C OPTIUN TU PRUCESS ANDTHER SET OF DATA IF AN INDIRECT FILE
¢ IS SPECLFILED
c
IF(LUNIN.NEJINDLRIGO TU 900
KEAD(LUNLIN,1300,ENDS900)NCHR,BUUMMY
CLUSE(UNLT=LPK)
1F (BOUMMY JEQ.SLASH)GD TU 10 '
I 1F(GACH . EU,NU ,AND, LUNIN,NE,INDIRJCALL KREQUES(RADSO(',..MCR'))
CALL EXIT
c
C FORMATS
C
1U00 FORMAT(/'§FRAME SIZE: ')
110U FURMAT(110)
1200 FORMAT(/'SWUANTIZER TYPE: ')
1300 FURMAL(U,8041)
1400 FURMAT(/' ENTER',12,' QUANTLZER LOADING PARAMETERS'
1 /'S(STARTING FROM 1 BIT QUANTIZER): ')
1500 FOURMAT(<MAKBLTS>EL10.0)
1700 FORMAT(/'SENTER MAXIMUM BIT ALLUCATION: ')
1800 FURMAT(/'S$SBIY RATE (BIYS/SECOND): ')
23U0  FURMAT(' NUMBER OF PARAMETERS PER FRAME:',[4,5X,
1 YOUAWNTIZER TYPES ',A1,5X,'MAXIMUM BIT ALLOCATION:',12)
2350 FURMAT('OUUANTLIZER LOADING FACTORS: !,<MAXBITS>r10.3)
2315 FUKRMAT('ONGISE SHAPING PARAMETER:',F8.3,5X,
1 TDISTORTLION FUNCTLION TYPES !',Af)
2400 FURMAT('OTOIAL NUMBER OF BITS PER FKAME:',17,10X,
1 'TOTAL BIT RATE:',F4,0)
2500 FURMAT('UPREDICTOKR URDEK:',13,5X,'PITCH ESTIMATION:',L2)
2000 FURMAT('ONU BASIS SPECTRUM ESTIMATION!)
2700 FORMAT(/'0SIGNAL=TO=-NOISE RAI10 =',G13,6/)
280U FORMAT(Q,110)
2900 FURMAT(/'SENTER FREQUENCY BREAK=POINTS FOR',
1 ! PREEMPHASIS=DEEMPHASIS: ')
3000 FORMAT(U,2E40,0)
3100 FURMAT('UBREAK=PUOINTS FOR PHREEMPHASIS=DEEMPHASIS ARE',
1 F6,0,' AND',FT7,0,' HZ')
3200 FURMAT(/'SPLOT FILE? ')
33v0 FORMAT(' **% PLOT PFILE DELETED **¥#%')
3400 FURMAT(/'SFRAME TU FRAME MEMORY PARAMETER: ')
3500 FURMAT('OFRAME TO FRAME MEMORY PARAMETER:',F7.4)
3600 FORMAT(/'SPREDICTOR ORDERS ')
3700 FORMAT(/'0%*%# NON-POSITIVE VARIANCE DETECTED ¥4%'/
1 ' FRAME:',I16,' PAKAMETER:',16,' VARIANCE:',Gl4.4)
38U0  FORMAT(/'SNOISE SHAPING PARARMETER: ')
39300 FURMAT(/'8PITCH ESTIMATION? ')
4000 FORMAT(/'SDISTORTIUN FUNCTLIUN FOR BIT ASSIGNMENT: ')
4100 FURMAT('OPRESENT TIME IS5 ',8A1)
4200 FURMAT(/'SENTER STARTING TIME: ')
4300 FURMAT(J3(12,1X))

END
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SUBROUTLINE ASSIGN(S1GMA,BLTS,BL1TSPF,N,MAXBITS,GAMMA,SFREQ,DTIPE)
12/03/79 D. SLOAN

ROUTINE TO ASSIGN A PORTION OF BITSPF BITS PER FRAME TO EACH
OF THE N PARAMETERS. THE ASSIGNMENT IS DONE IN AN OPTIMAL

(lEe MINIMUM MSE) wAY IF THE PARAMETERS ARE INDEPENDENT RANDUM
VARIABLES,

SIGMA = VARIANCE VECTOR
BITS = NUMBER UF BITS FOR EACH PARAMETER
{ CAN BE 0 FOR LOW VYARIANCE PARAMETERS )
BITSPF = TUTAL NUMBER OF BITS PER FRAME
N = NUMBER UF PAKAMETERS
MAXBITS~ MAXLIMUM BIT ALLOCATION TO A PARAMETER
{ NUTE: MAXBITS MUST BE LESS THAN OR EQUAL TO 8 )
GAMMA = NUISE SHAPING PARAMETER
SFREQ SAMPLING FREQUENCY
DIYPE =~ DENSITY TYPE FOR DISTORTIUN FUNCTION
DTYPE= 'L' FUR LAPLACLIAN DENSITY
DTYPE= 'N' FOR GAUSSIAN DENS1TY
DIYPE= 'U' FUR UnIFORM QUANTIZER
DESIGNED FOR GAUSSIAN DENSITY

PARAMSETER LOwFKEO=125,0 | FREQUENCY TO START BIT ASSIGNMENT
PARAMETER MAXPARAE256

BYTE OTYPE

INTEGER*2 BITS(N),INDEXC(HAXPARA®B),BI1TSPF

REAL S1GMA(N),P(MAXPARA*8),DK(u,3)

CUMMUN/WKAREA/P, INDEX
CUMMUN/CURRECT/GCOR(MAXPARA) !CORRECTIUN ARKAY FROM TCSINFOU

THIS DAIA STATEMENT INITIALIZES THE DISTORTION DIFFERENCE ARRAY

DATA UK/6,36bE~1, 2.459E-1, 8,295E~2, 2,505E=-2, 6,996E=-3,
1.861E~-3, 4.806E=4, 1,221E-4,

5.000E=1, 3,238t-1, 1,217E-1, 3.911E=2, 1,127E-3,
3.042E=3, 7,.914E-2, 1.943E-4,

6.,366E=1, 2.44bE-1, B.136E-2, 2.590E-2, 8,050E-3,
3%0,0/

[P S PO

IF(N.GT MAXPARAOR MAXBITS.GT,8)STOP * BIT ASSIGNMENT ERROR'
SELECT DISTURTION FUNCTION

IF(DTYPE,Eu,'N')I=]

LF(DTYPE.EU, L") 122

LF(DTIPELEQ,'UT)I=3

LF{DTYPE,EU.'U"' ,AND, MAXBITS,GT.5)STOP ' MAXBITS>S5 FOR UDF'
ZERU BITS ARRAY

VU 25 J=1,N
BITS(J)=0

CALCULATE STARTING INDEX FOR BIT ASSIGNMENT
LOAJ=IFIX(2,#¥LUNFREQXN/SHREW)

DO 30 J=1,N

50,0

IF(JaGE.LUNJIS=SIGMA(J)

JP{GAMMA LT, 0,0)5=S%(GCUR{J)**GAMMA)

CALCULATE MARGLINAL KRETURNS

DO 30 L=1,MAXBITS
ISuB=Jd+(L=1)*n
INUEX(ISUBI=J
P(ISUB)= =S*UK(L,I)

SORT LINEAR AKKAY P IN DECREASING ORDER KEEPING
FRACK OF PERMUTATIONS IN INODEX

CALL VSORIP(P,N¥*MAXBITS, INDEX)
ASSIGN BLITS ONE BY UNE LN ORDER OF SURTED P ARRAY
v0 40 J=1,BITSPF
1SUB=LINDEX(J)
BITS(ISUB)=8ITS(ISUB)+1

RETURN
END
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SUBKOUTINE AUTU(N,R,MP,A,ALPHA,KRC)
21/09/78 D,SLOAN
IHlS SUBRUOUTINE CALCULATES THE PREDICTOR COEFFICLENTS AND THE
KEFLECTIUN CUEFFICIENTS USING lHE AUTOCORRELATION TECHNIQUE,

L] = UDIMENSIUN OF AUTOCOKRELATIUN VECTOR

R = AUTUCURRELATION YECTUR

Hp = WUMBER UF PREDICTOR AWD REFLECTION COEFFICIENTS
A = VECIOR OF PREDICTOR CUEFFICIENTS

ALPHA = NUKMALIZATION FACTOR

RC = REFLECTION COEFICIENTS

DIMENSLON A(MP},RC(MP)
DIMENSLION R(N)

RC(1)==R(2)/R(})
AC1)=1.0

A(2)=RC(1)
ALPHASR(1)+R(2)*RC(1)

MPMl=rb=1

DU 50 MINC=2,mMPnMl
5=0,0
MTwU=MINC+2

OU 30 1P=1,MINC
S=S+R{MIn0=1P)*A(LP)
CunTinUE

RCM==5/ALPNRA
RC(MLACI=RCH
MH=(MLINC/2)+]

DU 490 IP=2,Md
1B=Mlwu=1P
AlB=A(lB)
ALP=A(LP)
AL=ALP+RCH¥AIB
A(IB)SAIB+RCM¥AIP
ACLP)=AT

CUNTINUE

A(MLINCH+])=KHCH

ALPAASALPHA+KCMAS

IF(ALPHA.LE.V.U) GO TU o0
CUNTINUE

RETURW
END
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SUBRUUTINE DCT(X,N)
14/07/78 D, SLOAN
RUULLWE TU DU A DISCRETE CUSINE THRANSFORM IN PLACE
USING A CUMPLEX N/2 POINT FFT
REFERENCEZ M.J. NARASIMHA AND A.M, PETETSON
LEEE TRANS, ON CUMM, VUL, 26 NO. 6 JUNE 1978
A = IN THE ARRAY UF DATA SAMPLES UN INPUT AND THE

AHHAY OF UCT SAMPLES ON ULUTPUT

N = 18 THE SIZE UF THE TRANSFORM

N.B. N MUST BE a PUWER UF 2 NUT GREATER THAN 2048

PARAMETER PIBY221,570796327,HR00T250,7071067810
REAL X{N)

ANG=PIBY2/N
CC=CUS(ANG)
552 =SIN(ANG)
FACTOR=2.0/N
NFFT=N/2
NFFT2=0FFT/2

PERMUTE INPUT ARRAY

CALL MLLP2(X,nN,1)
00 30 [=1,nNFFI2
TMP=X(L4¢NFFT)
K(L4NFET)SXIN=141)
X(N=L+1)=TMP

TAKE REAL FrT
CALL RFFT(A,0,1)
CUMPLEX MULTIPLY AND SCALING

Ci1=CcC

51=58

X(1)=X(1)*FACTUR*HRDUT2
K(NFFT+1)=K(NFFT+1)*FACTUR*HRUOT2
D0 20 I=2,nFFT

Ki=X(1)

Y1sXCE+uwFELD)
K(I)=(C1#X1=Si*Y1)*FACTOR
XK(L+NFFT)==(C1¥YI+51#X1)*FACTOR
TMP=C14CC~51%SS

S1=C1455+51*%CC

Cl=TMP

PERMUTE UUTPUT ARRAY

DU 30 1=2,NFFT2
THP=X([+NFFT)
ACLONEFT)ISX(N=L1+2)
X(w=1+2)=[Mp
RETURN

END
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SUBRUUTINE 1DCT(X,N)

ROUTLNE TO pO A INVERSE DISCRETE CUSINE TRANSFURM IN PLACE
USING A CUMPLEX N/2 PUINT FFT
REFEKENCE: M,J NARASIMHA AND A.M PETERSON

1EEE TRANS. ON CUMM, VOL. 26 NO. 6 JUNE 1978

THE AKRAY OF DCT SAMPLES ON INPUT
AND THE DATA SAMPLES ON OUTPUT
THE S1ZE OF THE TRANSFORM

M MUSLT oBE A POWER OF 2 NOT GHREATER THAN 2048

PARAMETER PIBY2=1,570796327,H4R00T2=0,7071067810
REAL K(N)

ANG=PIBIZ/N
CC=COS(AKG)
SS=S51N(ANG)
NFFT=SN/2
NFFT2=NFFT/2

PERMUTE LNPUT ARRAY

DO LU 1=2,NFFL2
TMP=K(L+NFFT)
K(L4NFET)=K(N=142)
XK(N=142)=THP

C PREPARE DATA

c

nonw
(=3

GO0

3v

ci=CC

$1=88

X(1)=X(1)*HRUOT2¥N
KINEFT+13=X(NFFT+1)*HROOT2*N
DU 20 1=2,NFFT

X1sx(l)an

YL=ALL4NEFL)*N
X(L)=(Xi#Cl+Y1%51)%0,5
XKUL+NFFT)=(XI451=-X1#C1)+0,5
THP=C14CC-5)¥55
51=C1#S5+514CC

C1=Trp

TAKE REAL 1INVERSE FFT

CALL RFFT(X,N,=1)

PERMULIE OQUIPUT ARKRAY

00 30 [=1,dFFT2

THP=X(L4NFFT)

KCIenEFEL)=X(N=]+41)

A{a=1¢))=Tmp

CALL MTIP2(X,N,=1)

RETURN

END - T - -
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SUBRUUTLNE MTIP2CA,N,1FN)

REAL ACL)

LE(LIEN,EU,V)RETURN

nNe=)

N2=h24nd

IE(H2,Gr.N)RETURN

WIEN/NZ

LF(IFN.GT,O)CALL MY21(A,N1,N2)
IFCIEN LT, V)CALL MT21(A,n2,N1)
Gu 10 1

el

SUBRUUTENE MmP2E(A,N],N2)
HANSPUSES THE 2%#2 SUBMATKICES Uf

REAL A(N1,N2)

PO 1 J=1,n82,2

vl 1 1=),wt,2
T=Aatltl,0)
AClel,J0)=All,J¢1)
ACL,J0e1)=T

REJUKN

thu

14701778 J,

IFH>U TKAMSPUSES [HE MATRIX A(Z2,N/2) IN PLACE
1FNCU TRANSPUSES tHE MAIKIX A(N/2,2) IN PLACE

A HL1#N2 MATRIX

SUBRUUTINE WUANTIZE(X,Q,LEVELS)

ROUTINE TU WUANLLZE X USING GUANTIZER @
X = UR INPUL: VAKIABLE TO BE QUANTIZED
= UN UUTPUT: QUANTIZED VARIABLE

10704779 D.

CUSTA

SLUAN

Q = UUANTLZER ARKAY OF OUUTPUT LEVELS (BKEAK POINTS ARE

) HALF wAY OETWEEN UUTPUT LEVELS)
LEVELS= NUMBER UF LEVELS IN WUANTIZER

REAL U(LEVELS)
_INCEGER®*? L,V

L=1

USLLVELS

1=(LtU) /2
IF(X=u(1))3v,80,40
Uzle=l

1F(U.GE.LIGU TO 20
1=1=-1

GU TU 50

L=l+1
LF{U.GELL)GO TV 20

IF{1.GT.0)GU FU by
A=4Q1)
RETURN

IF(1. LT LEVELS)GO TU 70
X=0(LEVELS)
RETURN

I=(u(l)+u(lel))*0,.5
IF(A,LE.T)K=U(])
IF(XGlUaT)A=ULI+L)
ReFUkH

END
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SUBRUUTLINE KEET(X,N,IFN)
13708778 D, SLUAN

ROUTI&E TU DU A REAL FFT IN PLACE
SEE RLTRFM DESCRIPILION FUOR DATA ORDERING

X = DATA ARRAY

WUTES N SHOULD BE A PUWER UF 2 RANGING FROM 2 TO 2048
N = DIMENSION DF £
IFN = INPUT PARAMETER TU UVETERMINE DIRECTION OF THE TRANSFORM
1F IFN > 0, X 15 CONSLUEHREU AS THE TIME SERIES O~ INPUT
AND THE FREQUENCY POINTS ON OUTPUT
IF 1FN ¢ 0, X IS5 CUNSIDER AS THE FREQUENCY POINTS ON INPUT
AND THE TIME SERLES ON OUTPUT

REAL X(N)
IF(N.LI,2 JURs N.GT,204H)RETUKRN

NBY2:=N/2 :
IFULIFN LT.0)GO TO 10

FOHWARD [RANSFORM
CALL MIIP2(X,n,+1)
CALL VFFT(X,Xx{nBY2+¢1),NBY2,¢1)
CALL RUTREM(A,X(NBY2+41),NBY2,¢1)
RETURN

IaVERSE TRANSEFURM
CALL RLTKFM(X,X(NBY2+1),NBY2,-1)
CALL VFFT(A,x{nBY241),NBY2,=1)
CALL MLIIP2(X,N,=1)

RETURN
END
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SUBRUUTINE RLTKEM(X,Y,NEL,L1FN)

13/710/78 P. NABAL
FURWARD UDLISCHEIE FUURIER TRANSFURM =

1F IFN 15 GREALER THAW ZERU, TH1S SUBROUTINE CUMPLETES THE ULISCRETE
FUURLIER TKANSFORM OF 2#N xeAb DATA POINTS, THE FIRST STEP InN TdlS
PRUCESS 1S TU REARRANGE THe DATA SU THAT 1T 1S5 STURED ALTERNATELY
1IN THE ARRAIS A AND Y. LET THE INPUT REAL SEQUENCE BE

ACL) yR(2))eus Al2¥%il), THESE VALUZS ARE STURED IN THE ARRAYS X AND

Y 1IN THE FOLLUalGG URUER,

A(Cl) - k(1)
AL2) - Y1)
AL3) = X(INC+1)
AC4) = Y(INC+1)

A(2¥N=1) = XULINC¥(N=1}+1)

AL2%N) = Y(INC¥(N=1)}+1)
THe NEXT SFEP LS TO TRANSFURM THE DATA USING A COMPLEX DISCRETE
FUURLIER TRANSFUKM OF LENGTH N, THE FINAL STEP 1S TO CALL THLS
SUBROUTLINE LU CUMPLETE THE TRANSFUORM, LET THE N+l COMPLEX
UUTPUT VALUES BE (AR(1),AL(1)),4ees LARLN+1),AL(N+1)). THESE
UUTPUT VALUES ARE STURED AS FULLOWS,

AR(1) - X(1)

AR(2) = X(INCtl)

AR(n) = XLInC*(N=1)+1)

ARIN$1) <« ¥(1)

AL(2) « YUINCHY)

AL(3) = Y(INC*2+1)

AL(N) = YULHCH*(N=1)}+1)
NO0fe oAl Axk(N+1) 1S STORED IN THE PLACE THAT wOULD NORMALLY BE
RESERVED FUR AL(1), THLS 15 POSSIBLE SINCE AL(1l) (AND Al(N+1)) ARE
KNOWN A PRIURL TO BE ZERU., A TYPLICAL CALLING SEUQUENCE IS5 A5 FULLUwS,

NELZINC*(N=1)¢1}

CALL VEFT(X,Y,NEL,+INC)
CALL KLIRFM(X,Y,NEL,+1INC) -

INVERSE DLISCRETE FOUKIER TRANSFORM =

1t IFN LS LESS THAN ZERD, THIS SUBROUTINE PREPARES THE DATA FOk
EVALUATING AN INVERSE DISCRELE FUURIER TRANSFORM THAT RESULTS IN
2% RERL DATA VALUES, LET THE n+1 COMPLEX LINPUT VALUES BE
(AR(1),AL{1})seeas CARCN®]L),AL(N+1)), IF THESE VALUES ARE TQ RESULT
IN A REAL SEWUENCE AFTER THE LNVERSE DISCRETE FUOURIER TRANSKFURM,
Al(l) AND AJ(N+1) MUST BOTH BE ZERD. THE REMALNING 2%N DATA
VALUES (N+1 REAL COMPONENTS AND N=1 [MAGINARY COMFONENTS) ARE
STURED LN THE ARRAYS X AND Y AS FULLOwS,

AR(1) - X(1)

AR(2) = K({INC+1)

AR(N) = K(INC*(N=1)+1)

AR(N+1) = (1)

AL(2) = Y(INCe1)

AlL(3) - ((INC#2¢1)

AL(N) ~ YUINC*(N=1)%1)
NOYE THAT AK{N+}) IS STURED IN THE PLACE THAT WOULD NURMALLY BE
RESEKVED FUKR Al(1), THIS SUHROUTINE 15 THEN CALLED TU PREPARE
THE UATA FUR THE INVEKSE DISCRETE FOURIER TRANSFORM. THE UUTPUT
OF THE INVERSE TRANSFORM CONTALNS THE 2%N DESIRED REAL DATA PUINTS
STOREQ ALTEHRNATELY I[N THE ARRAYS X AND Y, LET THE 2*N REAL DATA
POINTS BE A(1),A(2),400 Al 2*N), THESE ARE STUKRED AS FOLLUWS,

ACl) = X(1)
AL2) - 101)
AL3) = X(InCe1)
AL4) = Y({LNC+1)

v vee
AL2¥N=1) = K(INCH*(N=1)+1)
A(2%n) = L(INC¥(N=1)t1)
A TYPICAL CALLING SEQUENCE 1S AS FOLLOWS,
NELSINC#(N=1)+1
CALL KULTHREM(X, Y ,HEL,=1NC)
CALL VFEFT(X,Y,NEL,=INC)

SUBROUTINE PAKAMEIELRS =

X = N VYALUES, THE OUD NUMBERED ELEMENTS OF AN ARRAY OF REAL DATA
OR THE KEAL PART OF CumPLEX DATA

Y = N VALUES, THE EVEN NUMBERED ELEMENTS UF AN ARRAY OF REAL DATA
UH [(pE 1MAGINARY PART OF COMPLEX DATA

NEL = THE ARRAYS X AND Y ARE EACH DIMENSLUNED NEL, WHERE
NEL=INC*(N=))+]1, AND N LS THE NUMBER OF POINTS IN THE
TRANSFURM, FOR 1INC=1, NEL=N,

IFN = INPUT PARAMETER, EWUAL 10 +INC FUR THE TRANSFORM,

EWuAL T0 =1&C FOR THE. INVERSE TRANSFORM,

WHERE INC REPRESENTS THE INCREMENT BETWEEN ELEMENTS OF THE
AKRAYS (NURMALLY 1). IF INC 15 EQUAL TO 1, ALL ELEMENTS UF THE
ARRAYS X AND Y ARE USEV IN PROCESSING THE DATA, IF INC IS
GREATER THAMN 1 EVERY 1oC=TH ELEMENT ut EACH ARRAY 1S USED 1N
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PROCESSING IHE DAlA,
Netbe THE FAST FOURIER TKANSFUOKM ALGORITHM REQUIRES THAT THE LENGTH
UF THE THRANSFORM, N, BE A PUWER OF TwO.

nNneaona

OIMENSION X(NEL),Y(NEL)
DATA PL1/3.141592654/

n

C 1INITIALIZATIUN
INC=1ABSC(1FN)
N=(NEL+(LNC=1))/IRC
ARGSPI/FLUAT(N)
CC=CUS(ARG)
SS==SIN(ANKG)
c1=CC
51=88
I=x(1)
X(1)=TM+y(})
1(1)=tMe=Y(1)

1 (IFN,GL.0) GU PO 20
c1==-C1}

$5z=55

X(1)=0.9*X(1)
Y(1)=0,5%1(1)

C
C CUMPLETE FHE THRANFURM UK PKEPARE FUR THE LNVERSE TRANSFORM
20 NH=(N/2)%INCe)
JST=INC+)
LE(JST,GT.NH) GO TU 50
KSN*INC=(LINC=1)
LU 40 J=JST,wH, INC
ARVZX{J)+X(K)
AR1=Y(J)+Y(K)
AIUZY (J)=Y(N)
AL1=X(J)=X(K)
AK=CL¥ARE+51#A11
YY=S12AR1=C1#A11
Y(K)=0,5%(¥Y¥=A10)
Y{J)=U . H¥(YY+AIU)
X(RI=0,5%(ARO=XX)
K{J)=0,5*LAKU+XX)
Tm=C)1#LC=51¥SS
S1=C1%#S5+51%CC

Ci1=1¥
K=KelNC
40 CONTINUE
<
50 HETUKN
C
END
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SUBRUULLINE SINFU(SLGMA,NPARA,M)

15709778 D. SLUAN
RUUILNE 'Y AVERAGE, DECIMATE ANV LINEARLY INTERPOLATE LOG SIGMA VALUES
SEE IhE ZELINSKI AnD NOLL PAPER UN TRANSFORM CUDING

SIGMA = VARLANCE VECTOR
NPAKA = NUMBER UF PARAMETERS
M = AVERAGE UVER M PARAMETERS (lk. SUBSAMPLE VARIANCE BY M)

oo aoanonan

HREAL SL1GMA(NPARA)

€«

IF(M.GT.NPARAJRETURN
DELTAZFLUAT(M)

AVERAGE UVER 8 ELEMENTS

naoon

DO 200 I=1,VPARA,M
SUM=0.0

DU 100 J=1,1l¢M=]
100 SUM=SUMtSIGMA(J)

rEMP==80.0

1F(S5UM,Gr, 1 0E=35)TEMPSALUG(SUM/VELTA)
20U SIGMALL)=TEnP

IF(M.EUW,NPARA)IGD TD 350

LINEAR INTERPULATLON UF LOG S1GMA VALUES

nnNnon

DU 300 1=1,NPARA-M,M
A=(SIGMA(L+M)=SIGMA(1))/DELTA
BE(LL+M)4SIGMACL)=T#51GMA(L+M) ) /DELTA

VU 300 J=1,l+M=1
3uu S1GmA(J)I=EXP(A*J4B)

350 SSEAP(S1IGMA(NPARA=ME]))
UU 400 JSNPARA=Mt],NPAKRA
quu S1GMA(J)=S

HETURN
ENU
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SUBKUULINE TCSINFO{SIGMA,NPARA,M,SFREQ,PITCH)

28/02/79 D. SLUAN
SIDE INFURMATIUN FOR TRANSFURM COLIWG

REFERENCE: A VUCUDER=DRIVEN ADAPTATIUN STRATEGY
FUR LOw=BIT RATE AUDAPTIVE TRANSFORM
CuDLluG UF SPEECH

SIGMA =« VARLIANCE VECTOR

NPARA = NUMSER OF PARAMETERS

L] = NUMBER UF PHREDICTUR CUEFFICIENTS + 1

SFREGQ = SAMPLING FREQUENCY

PIICH = LUGICAL VARLABLE DETEKRMINING PITCH ESTIMATION

PARAMELIER MAXPARA=250
PARAMETER MPL1TCH=60, ! MINIMUM PITCH FREQUENCY IN HERTZ

LUGICAL PlICH
REAL SIGMA(NPARA)

COMMUN /WKAREA/Z/A(25),KRC(25),X(1)
CUMMUN/CUKRECT/GCOR(MAXPAKA)

LE{M.GT,25)5f0P ' TOO MANY PREDICTOR COEFFICIENTS!

NP1=NPARA+L
NP2=NPARA®2
L2=nNP1

OU 10 1=1,nNPARA
XLI)=SI6MA(L)
X(12)=0,v
12=212+1
TAKE REAL LNVERSE FFT IN PLACE

CALL RFFT(X,ubP2,-1)
JE(LNOT, PLICH)GD [0 16

LUCATE SECUND MAXIMUM OF AUTUCURRELATION FUNRCTION

XdAX==1,E30
LIAILT=SAINU(LFLIX(SFRKEQ/MPLTCH) ,NPARA)

DO 15 i=M+1,LIMIT

1IF(xLi),LE.XMAX)GO TO 15

AMAX=X())

dA =1

CONTIHUE

GAINSXMAK/KLL)
GENLRATIE UPTIMAL (MINIMUM SQUARE ERROR) PREDICTOR
NULk: IHE A(Ll) ARE THE ANALYSLIS FILTER COEFFICIENTS

Mlz#
CALL AUFU{NPARA,X,MI,A,ALPHA,RC)

CHECK FUK AN UNSTAHLE FILTER
LF(ALPHA.GL,0 ,OR., ML,LE.3)GU 10 18
FILTer IS UNSTABLE, DECREASE URDER B8Y 1 AND TRY AGAIN

Mi=Mi-1
GO Tu 17

12=nP1

LU 20 1=1,NPAKRA
X(L[)=0,0
LE(lebLEM)A(l)=ALT)
X(12}=0,0

12=12+1

TAKE REAL FFT IN PLACE
CALL RFFT(X,NP2,t1)
STORE THE "LINEAR PREDICTED SPECTRUM™ 1N SLIGHA

12=nP}
X{12)=u.0

0O 30 1=1,wPAKA

SIGMA(I)=ALPHA/Z (X(L1)*%2+4X(12)%42)
GCUR(1)=S1GMA(IL)

12=12+}

e {,nUT, PLITCHIGU TO 60
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CALCULATE FIft STRUCTURE PARF OF SPECTRUM

12=nP)
MAKMI=MAX=]

DU 40 [=1,NWPAKA

IMj=je1

K= 1Ml/Maxnt

X(1)=0,0
IF(K*MAXAML ,EU, [ML1)X(L)=SGAINS#K
X(12)=0,0

12312+1

[AKE REAL FFT INPLACE
CALL RFFT(X,NPZ,+1)
SIURE CUMPLELVED "SASLS SPECTRumM®

L2=nP1

X(12)=0,.,0

PO S0 L1=1,NPARA
SIGHALL)SSIGMA(LIIF(X(1)*%2+4X(12)%*2)
12=12+1

RETURN
END
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SUBRUUTINE VEET(X, Y, NEL, [FN)

VERIC 13710778 P. KABAL
InlsS SUbBRUUTINE CALCULATES THE VISCRETE FUURIER TRANSFORM OR THE
INVERSE UISCRETE rOURIER TRANSFURM OF A SET OF CUMPLEX NUMBERS USING
fib FAST FUUKRIER TRANSFURM ALGURLITHM DEVELUPED BY G, SANDE (MIXED
RADLX 4 AND HAULLX 2, SkE w.M. GENTLEMAN AND G, SANDE, FAST FOURIER
TRAWSFOKRMS = FUR FUN AND PRUFLT, 19bb FALL JUINT CUMPUTER
CuwrEREWCE)., THE CALCULATIUN IS DUNE IN PLACE, THAT IS THE OUTPUT
UATA KEPLACES THE INPUT DATA, THE M=1H COMPLEX OUTPUT DATA POUILNT
OF THE N POINT OLSCREFE FUURIER TRANSFORM 1S

[l ~(K=1}
Cu(m) = SUm CL(K) * w + WHERE W & EXP(J*¥2%PI¥(M=1)/N),
k=1

J 1S IHE LMAGLNAKRY OPERATUR, AND CI(K) IS THE K~TH COMPLEX INPUT
DATA POLNI, SIMIULARLY, THE K=TH CUMPLEX OUTPUT DATA POINT OF THE N
PUINT LNVERSE OLSCRETE FOURLER TRANSFURM IS

N (K=1)
CULK) = (1/H) SuM CI(M) o w .
M=1

1H1S IMPLEMENTATIUN OF THE FAST FUURIER TRANSFOKM CALCULATES
IHE EXPUNENTIAL FUNCLILON RECUKSIYELY IN ORDER TU GET GREATER
SPeru AT THE EXPensk OF SUME LUSS OF PRECISIUN. THE SUBROUTINE
ARGUMENTS AKRE Ad FOLLUnS,

K = ARKAY UF LENGIH N CUNTAINING THE HEAL PART OF THE DATA.
1 = AKRRAY OF LENGTH N CONTALINING THE )IMAGINARY PART UF THE DATA.
Ne L ~ NUMBER OF ELEMENTS IN EACH OF THE ARRAYS X AND X,

NEL=]INC#(N=1)41, WHERE N 1S5 THE NUMBER OF POINTS IN THE
IRANSFURM, N MUST BE A PUWER OF TWU NOT GREATER THAN 1024,
FUKR LnC=1, NEL=N,
Lt'w = INPUT PARAMETER, EQUAL TO +INC FUR THE TRANSFORM,

EWQLAL TU =INC FUR THE INVERSE TRANSFORNM,
LWC REPRESENTS THE INCREMENT BETWEEN DATA ELEMENTS
(NUHMALLY 1), 1¥ INC i5 EQUAL TO 1, EVERY ELEMENT OF THE
AKRAYS X AND Y 1S USED, wHEN INC 1S GREATER THAN 1, ONLY
EVERY INC-TH ELEMENT OF EACH ARRAY 15 USED.

DIMENWSION K(NEL}, Y(Neb), KE(10), KI(10), CA(S5), SA(S)
tUUlVALENCE (KE( 1),KE01), (KE( 2),KEO02), (KE( 3),KE03),

. (Ke( 4),KE04), (KE{ S5).KE05), (KE( 6),KEUS),
+ (Kel 7),KE07), (KE( 8).KEOH), (KE( 9),KEU9),
+ (KEC10) ,KE1Q)

cwulVALENCE (KEC 1),KI01), (Ki( 2),K102), (KI( 3),K103),
+ (KL 4),K104), (K1C 5),KL105), (KI( 6),KI06),
+ (K10 7),K107), (KL{ 8),KI08), (KI( 9),KIV9),
. (K1(10),K110)

VATA wp/=999/,INCP/»999/,LG2NMK/10/,P12/6.283185307/

CHECK |F Ive LINLLLALIZATIOUN HAS ALREADY BEEN DONE
INC=LABS(1t'N)
NS (NEL+(InC=1))/7INC
1F (N.Ev NP AL, INC.EQU,INCP) GU 10 250

FinD THE LUGARLTHM (BASE 2) UF THE NUMBER OF POINTS
Nps2
VDU U0 LUGZH=1,LG2ZNMY
1P (wP,EQ.n) GO I0 120
NP=NP+NP
100 Cuwrinue
NEz«99Y
GU v 1000

1¢0 INCP=INC
1nC2=1uCeinC
Wil uCenp

SEl u¥ Trne UNSCRAMBLING LUUP PARAAMETERS (NOTE THAT THE VARIABLES
RE=J AND Kl=u ARE EQUIVALENT TU KE(J) AND KI(J) RESPECTIVELY)
KEQ[=i]
Klui=NL/2
VU 200 J=2,0LGZNMX
KE(J)=KL(J=1)
NL(J)I=MARU(RE(J) /72, INC)
200 CUNTLNUE

SET up The lwlTlAL VALUES FOR Tut RECURSIVE CALCULATION OF
THE TA4luuLE FACTURS
FNEN
1F (LOG2n,Lk.1) GU TU 250
FugzPLZ/Fh
LOG4N=LUG2ZN/ 2
VU 230 n=S1,LUGAN
CA(R)=COS(FmMa)
SA(K)=3InlFMng)
Fi9=4,0%M4
230 COwrinue
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250 1F (IFN.G6T,U) GU TOD 320

FUR [dt INVERSE TRANSFUKM ONLY,
PFURM THE CUMPLEX CUNJUGATE UF Thk IdPUT DATA
Lu 3U0 Ll=1,nf, [KC
1(l)==x(1})
300 CUNTLNULE

320 1t (LUG2w.LE.1) GU TO 650

CALCULATE THE KRAULX 4 FAST FUURIER THANSFURM
My=nl
L0 60V K=1,LUGAN
M=M4/4
CC=Ca(x)
S535A(K)
Cl=1.0
31=0,0

0U 500 J=1,M,INC
IF(J.,ku,1) GU lu 340

CALCULAlL THE TalLOLE FACTURS
C2=C1+C1=51%5t
52=C1#51+C1*¥51
C3=C2#C1=52%5)
S3=Ce451+52%C1

340 FELEENEY. T

VU 4U0 (=44, ,m4
JUS1+JIMH4q
J1FJdute
J2=Jl+M
Jisdienm
ARO=XK(JU)I+X(J2)
ARI=X(JU)=X(J2)
ALUSY(JUI+Y(J2)
AL1=Y(JO)=X(J2)
AR23X(J1)+X(J3)
ARI=A(JI)=X(J3)
Al2sY(J1)+4Y(J3)
Al3=r(J1)=Y(J3)
X(JUJ=ARV+AR?

1 (JU)=A10+Al2
18 (J,e@,1) GU Tu 360

mULLLIPLL BY TnE TALODLE FACTURS

X(J2)=C1*¥(AR1+A13)+51#%(Al1=AR3)
1(J2)=C1¥#(ALl1=AR3)=51%(AR1+A13)
ALJ1)=C2#(AR0O=AR2)+S52%(AlU=A]I2)
1(J1)=C2+(Al0=A12)=52%(AKO=AK?2)
A(J3)=C3%(ARR1I=AL13)+53%(AL1+AR3)
Y(J3)=C34(A1I1+AR3)=S3%(ARLI=AI3)
GU 10 4900

IaluoLE FACTURS AKE UNE ANnND ZERU

Jou X(J2)=ARI+tALlY

Y(J2)=All=AKR3

A(J1)=AR0O-AR2

Y(J1)=Al0=A12

A(J3)=ARL=AL3

‘ Y(J3)})=AL1+ARS
400 CUnTINUE

CALCULATE I'HE NEXT SET OF TwlDULE FACTORS RECURSIVELY
TMP=C14CC=51¥58
51=C1*5St51#CC
Cl=rmMp
Suy CUNTLINUE
M4=m
ouy CUnILInun

PICK UP ANY EALRA FACTURS Uf Tw0 TU COMPLETE THE TRANSFURM
1¥ (LUGZ2N.EU2*LUGAN) GU Tu 7Y

o550 U0 Juv L1=1,wl,LnC2

J=i+1NC

AROU=X(L)+A(J)

ALU=1(L)+Y(J)

A(J)=X(1)=ald)

Y(J)=Y{1)=1(J)

X(1)=AKU

1(l)=AL0
I9u CONTLINUE

UNSTHAMBLE [dE VQUTPUT AKRAXS

750 JJ=1
b0 8U0 Klu= 1,KE10,K110
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VU 80U KOY=K1U,KEO09,KI109
VU BUU KUB=KUY9,KEOB,hlUl
VU 8UU KU7T=K0Y,KEU7,KR107
VU 8U0 KUb=KU?,kE0L,KI0b
VU Bu0 KuS=KU6,KEUD,KLIUS
VU 80U KRU4A=KU9,KEU4,KR10G4
DU BUU KU3=Kud4,KEU3,R103
VU BUU KUZ=K03,KE02,KI02
DU 800 aVI=SKU2,KECL,KIU]
I (JJ.LE,RU1) GO TO 790
TMPSA(JJ)
A(JJI=X(ROL)
A(KGL)=TInmpP
TMP=1(JJ)
Y(JJI=1LKOL)
Y(KUL)=IMP
1Yy JJZJJting
wyu CUNLLnUE

FUR THE InNVEKSE TRANSFURM ONLY,
FUm THE CUMPLEXR CUNJUGARTE uF THe SCALED UUTPUL ARRAY
It (lew,GT.0) GU IO 10U0
LU 99y L=} ,NL,I6C
K(L)=XK(LL)/FR
Y{1)==1())/Fn
yuu CUNTiNUe

non

vy KETURK

eND
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