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Abstract

This thesis studies the problem of nonlinear adaptive filtering for Echo
Cancellation (EC) and Decision Feedback Equalization (DFE). The
high speed requirements in digital subscriber loops and voiceband data
modems have put more constraints on the design of adaptive filters used
for EC and DFE due to the significance of nonlinearities present in the
echo and communication channels. Different configurations for nonlin-
ear adaptive filters are developed for both echo cancellation and for
combined echo cancellation and decision feedback equalization. Most
of the configurations are based on the “Table Look-up” structure al-
though the use of nonlinear filters based on the Volterra series and non-
linear compensators (involving separate adaptive linear and nonlinear
parts) are also considered. Computer simulations are performed for all
the configurations and most of the results are supported by theoretical

derivations.



Sommaire

Cette these étudue le problme de filtrage adaptative nonlineaire pour
I’Annulation d’Echo (AE) et Decision Egalisation & Reaction (DER).
Les exigences de grande vitesse pour le branchement d’abonné nume-
rique et donnée modems de bande de fréquences vocales a mis plus
de contraintes sur le dessein de filtres adaptative utilizer pour AE et
DER a cause de le significaton de nonlineairites évident dans les canals
d’écho et de communication. Des configurations différants pourfoltres
adaptative nonlinéaire sont développés pour lesdeux, AE et pour AE
combiner et DER. La plupart des configurations sont basés d’apres le
structure de la “Table de Recherche” bien que l’'utilization de filtres
nonlinéaire bases d’apres le série de Volterra ét.compensateurs nonli-
néaire (impliquant les pieces séparé linéaire et nonlinéaire adaptative)
sont considérés en plus. Simulations par ordinateur sont exécutés pour
tous les configurations et la plupart des resultats sont soutenus par

dérivations théorique.
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Chapter 1 Introduction

The trend towards digital networks in the telephone system and the need to pro-
vide digital transmission capability for the subscriber has prompted the investigation
of the use of existing subscriber loops for transmitting digital data. For economic
reasons it is desirable to transmit in both directions over the same pair of wires.
Full-duplex (simultaneous two-way) digital transmission over a common medium has
arisen in two important applications: (1) digital transmission on the subscriber loop,
and (2) voiceband data modems.

In the first case the basic voice service as well as enhanced data services are
provided over the two-wire subscriber loop. The total bit rate that has been proposed
is 144 kbits/sec in each direction and it includes provision for two voice/data channels
at 64 kbits/sec each plus a data channel at 16 kbits/sec. This application is an
important element of the emerging integrated services digital network (ISDN) in
which integrated voice and data services will be provided to the customer over a
common facility. At the subscriber end, voice to be transmitted is converted from
analog to digital (received voice is converted from digital to analog) through coding

and filtering operations and together with the full-duplex data stream is sent over
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the two-wire subscriber loop through the subscriber modem (Fig 1.1). At the central
office end, the central office modem connects to the digital central office switch for
voice or circuit switched data transmission, and to data networks for packet switched

data transport capability.

SUBSCRIBER END CENTRAL OFFICE END
ADC [ .
VOICE= Two-wire Digital
DAC e . Subscriber | Central g
Subscriber Switch
- d office
DATA mmodem Loop modem [ Data
[+ Networks

Fig. 1.1 Digital transmission on the subscriber loop
(ADC=Analog to Digital Conversion, DAC=Digital to

Analog Conversion) [1]

Three methods of realizing two-wire full-duplex transmission have been proposed:
(1) Frequency division multiplexing (FDM) (uses separate frequency bands for the two
directions), (2) Time compression multiplexing (TCM) (the two transmission direc-
tions are time-separated), and (3) Echo cancellation (EC) (uses a hybrid transformer
for directional separation and an echo canceller to improve the channel separation).
Echo cancellation provides greater range (distance between subscﬁber and central
office) than the other methods. This greater range is due to the approximate halving
of the transmitted signal bandwidth relative to the alternatives. During the writing
of this thesis the T1D1 subcommittee of the American National Standards Institute
(ANSI) has adopted EC with a zero redundancy Quaternary Line Code (2B1Q—two
binary bits coded to one quarternary symbol) as a standard.

In the second application of full-duplex transmission, voiceband data modems are
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used to transmit data over the telephone lines whose usable bandwidth is restricted
to the frequency range of 300 Hz to 3400 Hz. In voiceband data transmission the
basic customer interface to the network is often the same two-wire subscriber loop

but the overall transmission link may include four-wire trunk facilities as in Fig. 1.2.

&

Y

Subscriber

*+—— Modem

Subscriber |—e»

DATA DATA
Modem

Four-wire

carrier circuit

&

Fig. 1.2 Voiceband data transmission (H=Hybrid)

Using end-to-end analog facilities, full-duplex transmission has been provided at
2.4 kbits/sec and below using FDM. However at 4.8 kbits/sec and above, frequency
separation becomes impractical due to an inadequate total bandwidth, and the use
of echo cancellation must be considered. Echo cancellation makes available the full
voiceband for each direction of transmission. Consequently, data transmission rates
of up to 9600 bits/sec (full-duplex) can be reached over ordinary &ial—up telephone
lines. In March 1984 the CCITT (Consultive Committee International Telegraph and
Telephone) has adopted a recommendation, V.32, for a two wire full-duplex modem

family that provides for rates of 4800 and 9600 bits/sec using echo cancellation.

1.1 Echo Cancellation

Echoes are generated in most telephone connections and are the result of

impedance mismatches in the communication circuit. The first form of echo con-
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trol was introduced in the late 1920’s in the form of a voice-activated switch called
an echo suppressor [2]. An echo suppressor was installed near a four-wire to two-wire
interface in order to eliminate the echoes present in the long distance telephone con-
nections. Although a quite satisfactory solution at the time, an echo suppressor has
the tendency to “chop” speech signals and it may clip out a noticeable segment at the
beginning of an utterance. The problems presented by echo suppressors lead to the
proposition of a new technique called echo cancellation. The idea of an echo canceller
was first proposed by Sondhi [3]. Altl;ough echo cancellation was first introduced for
speech transmission, in a short time it found widespread interest for application in

data transmission.

1.1.1 Echo Cancellation in Data transmission

When data signals are transmitted through the telephone network the same echoes
are encountered as in speech transmission. In full-duplex transmission, echoes from
the data signal transmitted in one direction can interfere with the data signal flow-
ing in the opposite direction unless these two data signals are in nomn-overlapping
frequency bands.

Full-duplex transmission over two wire lines can be achieved by the application
of the hybrid (H) which functions as four-wire to two-wire interface. A typical con-
figuration of a full-duplex transmission system using echo cancellation is shown in
Fig. 1.3 (the two-wire line may include a four-wire trunk facility in the middle of
the connection as in Fig. 1.2). The hybrid gives rise to imperfect isolation between

transmitter and receiver at either end (“near” and “far”) of a connection. A part of
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the transmitted signal directly leaks into the local receiver as a result of an imbalance
within the hybrid circuit (near-end echo). Amnother part of the transmitted signal
is reflected from impedance irregularities in the two-wire line, and ends up as part
of the received signal (far-end echo). This is schematically indicated for the signal

transmitted by the near-end transmitter by means of dashed arrows in Fig. 1.3.

NEAR-END FAR-END

DATA DATA
plebalodir |
IN TX TX N

....................

]
|
[

EC : 2-wire EC
t

line

DATA DATA
- RX p—a
oUT T oUT

------------ far-end echo path

------ near-end echo path

Fig. 1.3 Echo cancellation in full duplex data transmission

(TX=Transmitter, RX=Receiver)

The echo signal is modeled as the result of an unintended transmission path (the
“echo channel”) between the tra,nsmitte’r and the receive;. An echo canceller is an
adaptive filter that synthesizes a replica of the echo by gradually adapting its impulse
response to the impulse response of the echo channel. The replica of the echo is
subtracted from the echo until a very small residﬁal echo remains.

The degree of attenuation of the leakage from transmitter to receiver of the hy-
brid depends on how well its balancing network matches the line impedance, which
differs from line to line. In practice no better than 10 dB or so of attenuation through

the hybrid can be guaranteed with a single compromise termination. In both sub-
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scriber loop and voiceband data transmission the data signal coming from the distant
transmitter (far-end signal) may be highly attenuated (40-50 dB). Thus the required
attenuation of the near-end echo signal is of the order of 50-60 dB in order to achieve
an acceptable far-end signal-to-echo interference ratio (of the order of 20 dB) at the
receiver input for the maximum expected line attenuation. The far-end echo could
be, in the worst case, 48 dB below the near-end transmitted signal and an attenuation
(of the far-end echo) of the order of 12-22 dB is required to achieve the 20 dB far-end
signal to echo interference ratio.

The canceller configurations described so far neglect the effect of nonlinear dis-
tortion in the echo path or in the echo replica. Because of the degree of cancellation
required for data transmission the compensation of nonlinearities becomes an impor-
tant consideration. The primary sources of nonlinearity are the data converters, the
transmitted pulse asymmetry and the saturation of transformers. While these mech-
anisms result in a small degree of nonlinearity, they are nevertheless of importance
when the objective is 50-60 dB of cancellation.

Several methods have been proposed that extend a linear echo‘ canceller into a
nonlinear one. One of the alternatives uses the “memory compensation principle” or
“table look-up” method that replaces the conventional linear transversal filter with a
random access memory (RAM) and can compensate for general nonlinearities [4]. The
table look-up structure has received considerable attention for an ISDN environment
because it uses simple signal processing and thus allows high bit rates and/or low
power consumption. Another method is one that uses the Volterra series expansion

to extend the linear transversal filter to a nonlinear one by the addition of extra

-6-



“nonlinear” taps [5]. The Volterra series expansion is capable of representing any
echo mechanism which is time invariant. That is, the nonlinearity can have memory,
but the nature of the nonlinearity cannot change with time. Of course, since the
canceller is adaptive, the nonlinearity can change slowly with time, as long as the
adaptation mechanism can keep up. Most of the other methods proposed are based
on either the table look-up structure or on a nonlinear filter that is based on the

Volterra series expansion [6](7][8][9].

1.2 Scope and Organization of the Thesis

This thesis studies the problem of nonlinear adaptive filtering for echo cancel-
lation and decision feedback equalization. It does not deal explicitly with decision
feedback equalization but it examines a configuration which combines decision feed-
back equalization with echo cancellation. We study pfeviously used methods for the
compensation of nonlinear channels and suggest possible modifications to them as
well as new configurations in order to improve performance.

Most of the models to be presented are based on the table look-up structure al-
though the use of nonlinear filters based on the Volterra series expansion and nonlin-
ear compensators (involving separate linear and nonlinear parts) are also considered.
Different configurations for nonlinear é.daptive filters are developed for both echo
cancellation and for combined echo cancellation and decision feedback equalization.

Results are derived by computer simulations and are supported by theoretical

derivations. Comparisons with existing models are also made. In almost all the
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simulations the most general echo and communication channels are considered so that
the nonlinear adaptive filters can compensate for general nonlinearities in both digital
subscriber loops and voiceband data modems applications (these general channels
can be represented by the Volterra series expansion). The emphasis will be on data
transmission of binary values although many of the results can be generalized to
multilevel signalling.

The thesis is organized into seven chapters. After the introduction, the second
chapter describes the most important sources of nonlinear distortion and gives a
I\nathema.tica.l representation of the resulting nonlinear models. The third chapter
is concerned with the table look-up method. It gives theoretical results for the al-
gorifhms used and compares them with computer simulations. The fourth chapter
introduces a new two-memory structure that is used for adaptive reference echo can-
cellation. One of the memories is used as an echo canceller and the other is used
as a réference-former to form a reference signal which is an estimate of the far-end
signal. The reference-former is further exploited as a decision feedback equalizer as
well, with the addition of some simple arithmetic operations. Two other alternatives
for combined echo cancellation and decision feedback equalization are also suggested.
The fifth chapter presents a model that is a combination of a linear FIR (finite im-
pulse response) filter with the table look-up structure. In Chapter six a new type
of compensator is introduced. This compensator consists of separate adaptive linear
and nonlinear parts and compensates for a specific nonlinear channel model. Finally
the seventh chapter summarizes the work to be presented, draws some conclusions,
and suggests possible topics for further study on the subject.

- 8-



Chapter 2 Sources of Nonlinear Distortion

Compensation of nonlinear distortion has become an important factor in echo
cancellation due to the high degree of cancellation required for acceptable reception of
data. In this chapter the most important sources of nonlinear distortion are described.
This study will prove to be very helpful for the design of nonlinear adaptive filters

for echo cancellation.

There are two signal paths in which nonlinearities may exist. These are the
near-end echo path and the far-end echo path. Compensation for the nonlinearities
present in the near-end echo path is more important than for the far-end echo-path
due to the high degree of cancellation needed for the near echo (especially for the
digital subscriber loop application where large signal attenuations are present when
high data rates are used). Thus more emphasis will be given to the description of
nonlinearities in the near-end echo path of a digital baseband transmission system.
At a later section, the nonlinearities present in the communication channel will also
be described in order to examine the need for nonlinear equalization of the received

signal.



2.1 Transmission System Description

Fig. 2.1 shows the general configuration of a digital baseband transmission system.
It can be seen that the transmitter is p;).rt of the echo path. If some of the transmitter
components are nonlinear then the near-end echo path becomes nonlinear and a
nonlinear echo canceller is required. The kind of nonlinearities present in the echo
path will depend on how the transmitter is implemented and how the cancellation is

to be performed.

DATA IN DATA IN

TRANSMITTER| ﬂ RANSMITTER]=

EC ] 2-wire EC
line

=
|
1

jas]

Fig. 2.1 A digital baseband transmission system

There are three alternatives, in terms of analog versus digital representation, as to
how the echo and its replica can be processed. The three alternatives are schematically
represented in Fig. 2.2 where

aj, — transmitted data
e; — echo estimate

et — echo

ry — residual signal
and are
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(a) analog subtraction of the signals e; and é;
(b) digital subtraction of the signals ej, and &

(c) sampled data subtraction of the signals ey, and &gy

ax af . o
Tk Tk
EC EC
ADC DAC éx
_ét ‘—
g -—] + ADC (——
"t + e Tk T e
(a) Analog subtraction (b) Digital subtraction
Ak
Tk
EC
€k
ADC DAC
ésk
-— N4
Tsk +

€sk

(c) Sampled data subtraction
Fig. 2.2 Method of cancellation

A more detailed description of the transmission system is shown in Fig. 2.3 using
digital subtraction (the method of Fig. 2.2(b)). The scrambler serves two purposes.

First of all by applying different scramblers at the two directions of transmission, any
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statistical dependence between the two input data streams is decreased. This helps

the convergence of the echo canceller and equalization in the receiver.

DATA
TRANSMIT
IN —*{SCRAMBLER |- ENCODER DAC|-wf TRANSM]
2-wire
line
DATA l_
UN. RECEIVE

OUT*|SCRAMBLER [*]PETECTOR [+= W"*_{_ ADCI* "RILTER

Fig. 2.3 Transmission system block diagram

The encoder may have different forms depending on the choice of the line code.
“Bipolar” or “Alternate Mark Inversion” (AMI) coding has been very popular in
many design considerations in view of its simplicity and robustness. However 2B1Q
has been found to be a strong candidate in an ISDN environment. The transmit
filter shapes the pulse placed on the line to minimize high-frequency components
that would increase crosstalk and RFI (radio frequency interference). The receive

filter removes the out of band noise.

2.2 Nonlinearities in the Near-End Echo Path

Many sources of nonlinearities exist in the near-end echo path. A description of

the most important ones is given in this section.
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2.2.1 Nonlinearity due to Transmitted Pulse Asymmetry

When nominally balanced positive and negative pulses are transmitted, a high
degree of symmetry between the two pulses is required. Perfectly square pulses as
input to the transmit filter are not possible because the output of a logic gate departs
from that ideal due to rising edge and falling edge transients that are not equal in
general. In practice there will be a slight imbalance which a linear echo canceller
cannot compensate for. If a linear echo canceller is to be used then the distortion due
to pulse asymmetry should be lower than approximately —60 dB. This is a level which
can be achieved with careful circuit design at the cost of an increase in complexity.

It was established in [10] that the components of the transmitted data signal
at multiples of the bit rate are a direct and useful measure of transmitted pulse
asymmetry. It was shown that a bipolar encoded signal (which has zeros in the power
spectrum at all harmonics of the bit rate) in the presence of pulse asymmetry has a
line component at the bit frequency.

A representation of the transnﬁtted pulse asymmetry for binary a.ndéuarternary
signals is next given.

Binary signals

The following assumptions are made
(2) The transmitted data bits assume the values C}, = +1 and C}, = —1

(73) A positive pulse has a shape hy(t) and a negative pulse has shape h_(t)

From the above assumptions the transmitted signal can be represented as

2(t) = 3 [Fe(CRhs(t — KT) + f-(C)h—(t - kT)] (2.1)
k
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where f1(Cy)is 1 when Cp = 1, and 0 otherwise, and similarly f_(C}) is 1 only

when C} = —1. The functions f1(C}) and f-(C}) are given by

f+(C) . +2Ok
o (2.2)

(O =—5"

Thus Eq. (2.1) becomes
2(t) :% > (14 )b (t ~ KT) + (1 = Cy)h(t — kT)]
(2.3)
%Z [[h+ t — kT) + h_(t — kT)| + Cp [hq.(t — KT) — h(t — kT)]]
k

which shows that nonlinear distortion due to pulse asymmetry for binary (+1) signals
is in the form of a dc offset pulse that is transmitted for every data symbol (of course
in the case of pulse symmetry where h4(-) + h—(-) = 0, this dc offset pulse is equal
to zero).

Assuming equiprobable signal levels, the average value of the transmitted signal

can be found from Eq. (2.3) to be

Elz(t) = 5 3 [(h4(t — kT) + h_(t — kT)| . (24)

k

B | —

Then the total signal can be written as a zero mean random component plus the
deterministic mean component of the above equation. The random component has
a continuous power spectrum while the deterministic component consists of a line

spectrum since it is periodic in T seconds. Expanding Eq. (2.4) in a Fourier series,

- —15 Y [ n——) ; H_(n%’“)] I (2.5)

Thus the transmitted signal contains line components at multiples of the bit rate

due to the pulse asymmetry. Taking into account the effect of the transmit filter,
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the only significant component will be that at the bit rate, which is proportional to
the difference of the Fourier transforms of the positive and negative pulses at that
frequency.

Quarternary Signals

In this case the following assumptions are made

(?) The transmitted data C), assume the values +1,+3

(17) The pulses transmitted for the 4 signal values are h;(t) for i = £1,+3
(732) The case of pulse symmetry corresponds to

hyi(t) = —h_a(t), hys(t) = —h_3(t), hy1(t) = hys(t)/3, h_1(t) = h_5(t)/3

The corresponding transmitted signal is given by
2(t) = Y [£+1(CR)hga(t — KT) + f_1(Cr)h_1(t — kT)

k (2.6)
+ f13(Ch)hgs(t — KT) + f_5(Cy)h_s(t — kT)]

where
1 Cp=1
filCy) = (2.7)
0 Cp #1
An explicit form of f;(C}) is
filCr) = ho+hiCy+ haCf + h3Cf, - (2:8)

Using Eq. (2.7) and by assigning all possible values of C}, in Eq. (2.8) we can find

ho, hi, ho and hg for each f;(C)) as given below

_ 9 9 1o 1.3

31 3 o 1
f+3(Ck) = T 480k + 480k + 15Ck 09)
falc)= —~-2¢ _lepilep |

“WEIT 96 16 F T 16 kT 16k

3 1 3 5 1 3

2Oy = ——+ —Cp + —C2 - —C

7-3(Ck) PRI TAS S TA
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By substituting Eq. (2.9) into Eq. (2.6) we get
1 :
2(t) = 7= ( [hpa(t — kT) - h_y(t - kT)} [9C; — C}]
k

+% [h4s(t  kT) = h_sg(t — kT)] [CF — Gy ]
(2.10)
Ryt = KT) + oy (t - RT)] [9 - CF]

+% [hya(t — kT) + h_s(t — kT)] [3CF — 3] )

which shows that nonlinear distortion due to pulse asymmetry includes dc offset
pulses, as well as pulses that are proportional to second and third powers of the
transmitted data symbol. For equiprobable signal levels the average value of the

transmitted signal is

Bla(t)] = 3 22( [aalt — KT) 4 h_y(t — A7)
k (2.11)

+[has(t — kT) + hg(t — kT)] )
and by the same reasoning as for Eq. (2.4), expanding Eq. (2.11) in a Fourier series,

Blelt) = 373 ([Ha(o) + Hoa(n )] -
+[H+3(n2%) H—a(n%w)]ej%ﬂ ) -

Thus in this case (as for binary signals) the transmitted signal contains line com-
ponents of the bit rate due to the pulse asymmetry. Again taking into account the
effect of the transmit filter, the only significant components will be those at the bit
rate, which are proportioﬁal to the differences of the positive and the negative pulses

at that frequency.

2.2.2 Nonlinearities due to the Hybrid Transformer

As mentioned in the introduction the hybrid is used to turn a two-wire transmis-

sion facility into an equivalent four-wire connection. Data can then be transmitted
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simultaneously in both directions. Hybrids used in telephony are made up of induc-
tive elements in a balanced bridge configuration, and are passive four-port directional
couplers.

The ideal hybrid passes the signal to be transmitted from port A to port C with
some attenuation, but does not allow any of the signal to enter port B (Fig. 2.4). The
received signal passes from port C to port B (again with some attenuation) but no
energy of the signal is reflected to port A. This performance is achieved ounly if the
balancing impedance (in port D) is equal to the impedance presented by the two-wire
line (assuming a unity ratio hybrid). Because of the different impedances presented
by different subscriber lines (due in part to different lengths, bridged taps etc.), an

impedance mismatch occurs and some transmitted signal from port A will enter port

B.

—— TRANSMIT.

. D C 2-wire
Balancing 7 HYBRID e - -
Impedance line
B

-+——— RECEIVER

Fig. 2.4 The hybrid as a four-port directional coupler

A typical hybrid circuit shown in more detail is presented in Fig. 2.5 {11]. The

purpose of the bridge is to generate a potential at point 1 which is equal to that

.17 -



of point 2 from the potential divider formed by the transmitter output impedance
and the cable impedance. Any remaining interference is the difference between the
potential at 1 and 2 which is the return loss of the impedance presented to the cable

relative to Z;.

_D 643N
FROM TRANSMITTER z 5:»\3

055utd
1

2
z gg 2-WIRE LINE

Fig. 2.5 A typical hybrid transformer circuit [11]

It is well knowh that in a fundamental sense ferromagnetic transformers are all
nonlinear. It has proved convenient, because of tradition and mathematical simplicity
of linear circuit analysis, to treat the iron-core transformer as if it were a linear circuit
element, but in practice only careful design of the transformer allows this assumption
to be made. Thus the relationship between flux ¢ and the magnetizing current iy,
or the relationship between the flux density B and the magnetizing force H is not
linear. The graphical plot (B versus H) exhibits, in addition to saturation, a hysteresis
characteristic. Four different curves are shown in Fig. 2.6.

Over a himited range of voltage, frequency and temperature and with careful

design, the distortion produced by the inherent nonlinearities does not disturb a
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Fig. 2.6 B-H curves. (a) Ideal linear core with high constant
slope and no memory B;. (b) A family of hysteresis
curves for soft ferromagnetic core material. By, 1s
maximum flux density, By is saturation flux density. (c)
Ellipse approximation of a hysteresis curve, when
eddy-current losses dominate. (d) A single-valued curve
with nonlinear knee and saturation regions. Hysteresis
is neglected. [12]

circuit function. Thus the nonlinearities presented by the hybrid are not as significant

as other sources of nonlinearity in the echo path and are usually ignored.

2.2.3 Nonlinearities due to the Data Converters

The data converters are the most important source of nonlinearities particularly
where monolithic converters without trimming are to be employed. As described in

Section 2.1, the cancellation can be performed digitally, in sampled data form or in
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analog form. Depending on the way the cancellation is performed a DAC (Digital to
Analog Converter) and/or an ADC (Analog to Digital Converter) is part of the echo

path. The nonlinearities present in these converters are described next.

2.2.4 Nonlinearities in Analog to Digital Conversion

The parameters that characterize an ADC are
(1) offset error
(2) gain error
(3) integral nonlinearity
(4) differential nonlinearity
(5) monotonicity

Fig. 2.7 shows the transfer function of a 3-bit ADC. Curve (B) is the transfer
function of an ideal converter while curve (A) porresponds to a real converter having
integral nonlinearity error. Curve (C) shows a missed code (non-monotonicity) due
to excessive differential nonlinearity.

The integral nonlinearity error is defined as the maximum deviation of the transfer
curve of the real ADC converter to that of the ideal converter. This error is due to
the mismatch of the components. This mismatch could be due to any combination
of the following factors: (1) voltage/temperature coeflicients of the components (2)
sheet resistivity /oxide thickness gradients across the chip (3) random location of the
geometrical edges defining each component due to uncertainty in photolithography
and/or chip processing. Any of these factors causes a shift in the transition voltages
of the transfer curve of the ADC and thus produces nonlinearity. In an ideal ADC
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Digital
output
<
VTi+1 - Vn
111¢ T
<
—
' (4)
B
100¢ (8)
<———  Missed code
[ —
(©) (Non-Monotonicity)
1
<
6oof { .~ . -
Vr/2 Vi

Analog input
Fig. 2.7 The transfer function of a 3-bit ADC. Curve (B)
depicts the ideal case and curves (A) and (C) depict the

effect of integral nonlinearity and excessive differential
nonlinearity on the ideal transfer function respectively

[13]

any two adjacent transition voltages are separated by 1 LSB (least significant bit).
The parameter that is usually used to describe the error in this separation is the

differential nonlinearity (DNL) defined by the following equation
DNL; = 1 LSB — (V,,, — V7,) (2.13)

where DNL; is the differential nonlinearity at the 7,5 transition and V7, is the actual
value of the i;;, transition voltage. For an ideal ADC the difference V, , — Vy, is
equal to 1 LSB. Thus, the differential nonlinearity of an ideal converter is zero. For

a real ADC however, the component mismatch will cause V., — Vr, to deviate from
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1 LSB and thus will introduce differential nonlinearity.

If the component mismatch is severe, Vg, = Vi

1

can approach zero; i.e. the
(¢ + 1)s¢ and ¢;p, transitions will coincide, forcing DNL; to approach 1 LSB. When
the DNL; exceeds 1 LSB, the ADC converter is said to be nonmonotonic (at the 7,
transition; see curve C in Fig. 2.7). Nonmonotonicity implies that there are one or

more missing codes at the output and is major flaw for an ADC. Nonmonotonicity

also increases quantization noise.

2.2.5 Nonlinearities in Digital to Analog Conversion

Specific nonlinearities are described in [5] using as an example a DAC to be

implemented in MOS technology and using the technique shown in Fig. 2.8.

RM._y Jﬂa— *
R M ‘ r—:’s" °
N

Fig. 2.8 DAC using resistor string and capacitor array (switch
control is omitted for simplicity).[5]

Because of the diffusion concentration gradients, voltage coefficient, and pho-

tolithographic mismatches the resistors cannot be guaranteed to be equal to within
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1 LSB (least significant bit) unless laser trimming is used. Thus in the absence of
trimming a nonlinear transfer characteristic results.

Typical DAC transfer functions are shown in Fig. 2.9. In the first case the most
important terms in the Volterra series expansion (described in a later section) are
the first and third order terms whereas in the second case the first and second order

terms predominate.

ny ‘ L) |

g( )1 ¢ : lx g( )1 S 15(

; x' ll, 'l
-1 o 1 -1 o 1
"‘>l<l '/ ’ll
d ! & e
-1 -1
(a) (b)

Fig. 2.9 Typical DAC transfer functions
(a) g(z) = 1.01333z — 0.013332% (b) g(z) = = —0.005)z|
(x shows a point on the transfer function) [5]

Fig. 2.10 DAC transfer function for 4 level signalling { x denotes
actual transfer values which deviate from linearity)
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A typical DAC transfer function for quaternary levels of +1,+3 (most probably

to be used in an ISDN environment) is shown in Fig. 2.10.

2.3 Nonlinearities in the Communication Channel

In the previous sections we examined the different sources of nonlinearities in
the near-end echo path. Nonlinear distortion may also be a characteristic of the
communication channel itself. The main concern is the presence of nonlinearities
in the far-end data signal. Nonlinearities in the far-end echo are not considered.
This is because (1) the far-end echo path includes the communication channel and in
general the same kind of nonlinearities will exist in the two cases and (2) nonlinear
compensation may not be necessary due to the low degree of cancellation required for
the far-end echo.

In the case of digital subscriber loops where the communication channel is the
two-wire line, factors which affect the channel characteristics include gauge changes
and bridged taps (open circuited cable pairs bridged onto the main cable pair) as well
as impairments like impulse noise and crosstalk [14]. Nonlinearities may exist due to
the transmitted pulse asymmetry, the hybrids, and the ADC in the receiver path, but
generally they are not as important as the other kinds of distortion.

The voiceband data modem, while transmitting at a lower speed, encounters
many more impairments since the communication channel in this case may include
the public switched telephone network. Sources of nonlinear distortion are the ADC
and DAC present throughout the telephone network as well as harmonic distortion
in amplifiers and repeaters.
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The effect of nonlinear distortion in the comminication channel is to introduce
nonlinear intersymbol interference and to reduce the margin against noise. Individual
sources of channel nonlinearity may usually be characterized as memoryless. How-
ever, these nonlinear components are embedded in a network where linear filtering
operations also take place. Consequently the overall effect of the channel on the input
signal is a nonlinearity with memory. The channel may be modelled as a linear dis-
persion followed by a static nonlinearity which in turn is followed by a second linear

dispersion as in Fig. 2.11.

Transmitted x(t) (t) r(t) Received
signal - hl(t) d U hz(t) signal
. \2 n(t)
()=~
( )’ =®=@

a3

Fig. 2.11 Nonlinear channel model

Filters 1 and 2 have the same bandwidth as the transmitted data signal. The
filters may include the input filter at the receiver as well as the linear response of
the channel. The quadratic and cubic static nonlinearities with attenuated outputs
account for second and third harmonic distortion respectively (usually the most im-
portant). The above model can adequately be described by the Volterra series. An
additional impairment not shown in Fig. 2.11 is phase jitter. Measurements of the
echo parameters including nonlinear distortion were made for voiceband telephone
channels in [15] [16] [17].
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Nonlinear equalization would improve performance of the most common form
of receiver which uses linear equalization and/or decision feedback equalization and
thus cannot compensate for nonlinearities. Nonlinear decision feedback equalization

is examined in Chapter 4.

2.4 Mathematical Representation of Nonlinear Models

In the previous sections of this chapter, the different configurations for echo can-
cellation were presented, and the nonlinearities appearing were identified and de-
scribed. In this section a mathematical representation of the resulting nonlinear
models is given.

The Volterra series is perhaps the most used simplification of the Wiener rep-
resentation of a nonlinear system. In its general form it represents a true subset of
‘the Wiener representation, and is a generalization of a Taylor series expansion with
memory. Assuming a finite-memory causal system .with input sequence {z;} and

output sequence {y;} the relationship between input and output as described by the

Volterra series is

N-1N-1
+ Z h mk i T E Z hzlzzmk i Th—iy T
11—0 21 022—0

v (2.14)
-+ Z Z h v inTh—iy T Th—i,

21:0 Zn—-O
where N is the memory length of the system and n is the order of nonlinearity. The
factors h(o),hgl),h(ll), ... represent the Volterra coefficients and describe the

system behaviour.
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A nonlinear model that adequately describes the Volterra series is the general
3-block system of Fig. 2.12. The problem of system identification for the 3-block
system of Fig. 2.12 reduces to identifying the finite set of the Volterra coeflicients up
to a specified order of nonlinearity n. The Volterra series could adequately describe
the nonlinear channel model of Fig. 2.11 in Section 2.3 with n = 3 since only 2"¢ and

374 order nonlinearities were considered.

Lk Linear system Memoryless Linear system Yk

with memory nonlinearity with memory

Fig. 2.12 General 3-block nonlinear model

The Volterra series, as described by the general 3-block nonlinear model, may be
stmplified in three stages which are of direct relevance to the nonlinear models that
result from the near-end echo path. The first type of degradation is a memoryless

nonlinearity by itself
M-1 .
Y = Z aj:ci .
3=0 _

The second degradation‘ occurs when a system is considered which is a memoryless
nonlinearity followed by a linear dispersion as in Fig. 2.13 (the Hammerstein model
[18]). This system can model the nonlinear distortion due to pulse asymmetry and
any linear filtering that follows.

Let us assume that the linear system with memory represents an FIR (finite
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Tk Memoryless fr  |Linear system | Y*

nonlinearity with memory

Fig. 2.13 The Hammerstein model

Tk Linear system S Memoryless L

with memory nonlinearity

Fig. 2.14 A 2-block nonlinear model (linear-nonlinear)

impulse response) filter with {w;} as the impulse response coefficients so that

N-1

Y= Y wifj; (2.15)

1=0

and that the memoryless nonlinearity can be parameterized in a polynomial form

with parameters {a;} so that

fo= Y ajal . | (2.16)

Then the input/output relation of this model is given by

N-1M-1

= >, 3. wiajmi_i . | (2.17)

=0 37=0

Comparing with Eq. (2.14) it can be seen that a relation exists between the {h}, {w}
and {a} and that Eq. (2.17) is a special case of Eq. (2.14) where no cross products
of the input sequence exist.

The third type of degradation is a linear system with memory followed by a
memoryless nonlinearity as shown in Fig. 2.14.
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In this case the input/output relationship is given by

M-1 .
yk = Y ajf] (2.18)
3=0
where
N-1
fo= ), witp_; (2.19)
=0

the {w;} represent the impulse response coefficients of a linear FIR filter and the
{a;} are the nonlinearity parameters. This representation can be used to model the
nonlinearity presented by the DAC in the echo canceller path when using analog or
sampled data subtraction as in Figures 2.2 (a) and 2.2 (c) respectively.

In the case where digital subtraction is used, both DAC and ADC are present
in the near echo path (see Fig. 2.3), and ignoring the nonlinearities of the hybrid

transformer, the nonlinear model of Fig. 2.15 emerges.

Tk Memoryless fix |Linear system { fax | Memoryless Yk

nonlinearity with memory nonlinearity

Fig. 2.15 A 3-block nonlinear model (nonlinear-linear-nonlinear)

The input/output relations at the different stages are

M—1 ,

fik = Y, anizy,
ij:O
N—1 N-1M-1 .

foe = ) wifu—j = Y, D wjaymh_; (2.20)
j:O j:O =0
L1 ,

k= Y agfo

=0
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- where the {w;} are the impulse response coefficients of a linear FIR filter representing
the linear system with memory, the {ay;} are the parameters of the first nonlinearity,
and the {aq;} are the parameters of the second nonlinearity. An echo canceller that

compensates for the nonlinearities presented by this model is described in Chapter 5.
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Chapter 3 Table Look-up Structure

The table look-up structure has received considerable attention the last five years
in the problem of echo cancellation. It was first introduced by N. Holte and S.
Stueflotten [4] in 1981 based on the idea of designing an echo canceller that needs
simple signal processing and thus allows high bit rates and /or low power consumption
which makes it suitable for digital subscriber lines. Before the table look-up structure
is described, a review of the conventional echo canceller structure is made. This review

will be useful for reasons of comparison.

3.1 Conventional Echo Cancellation

The typical filter structure in most of the echo cancellation design is the tapped
delay line or transversal filter structure shown in Fig. 3.1. Data converters will be
omitted for simplicity for the rest of this thesis. The transversal filter is characterized
by an impulse response of finite duration. It consists of a set of NV — 1 delay elements
(each of which is represented by a unit delay operator z_l) and a corresponding set
of N adjustable coefficients (usually called the tap coefficients).

Two basic procedures take place in the adaptive filter
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1 The adaptive process, which involves the automatic adjustment of the coeffi-
cients of the transversal filter in accordance with some algorithm.

2. The filtering process, which involves (1) multiplying the tap inputs (a,ap_j
-++,a_N41) by the corresponding set of coefficients (hgg,h1g -+, hy_1x) resulting
from the adaptive process to produce an estimate of the echo é; and (2) generating a
residual signal rj, by subtracting the echo estimate from the received signal s;. This
residual signal is in turn used to actuate the adaptive process. ’:

The signals uj and nj, represent the far-end signal and additive noise respectively.

Ok

Transmitter

Qk—1 Qk—-N+2 Qk—_N41

2-wire
line

Adaptive Tk o
| Algorithm N~

Sp = e + U + Np

Fig. 3.1 Adaptive transversal filter structure

In the Wiener theory, the minimum mean square error criterion is used to optimize
the filter. Specifically, the coefficients of the filter are chosen so as to minimize the
mean square value of the estimation error (the estimation error being e}, — ¢}, ). For the
case of stationary inputs, the mean squared error is precisely a second order function
of the coefficients of the filter. Thus the dependence of the mean squared error on

the coefficients can be viewed as a quadratic surface with a unique minimum. This
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surface is usually referred to as the error performance surface of the adaptive filter.

The adaptive process has the task of continuously seeking the bottom or the minimum

of this surface.

3.1.1 Adaptation Process

Various algorithms have been developed for implementing the adaptive process.
The most widely used algorithm is known as the least-mean-square (LMS) algorithm
(Widrow and Hoff, 1960) or as it is often called the stochastic iteration algorithm
(SIA). A significant feature of the stochastic iteration algorithm is its simplicity; it
does not require measurements of the pertinent correlation functions, nor does it
require matrix inversion. The stochastic iteration algorithm is a modification of the
method of steepest descent, a well known technique in optimization theory. Successive
corrections to the coeflicients are in the direction of the negative of the gradient vector
(i.e. in the direction of the steepest descent of the error performance surface) so that
iterations eventually approach to the minimum mean squared error, at bwhich point
the coefficients approach their optimum values. |

The value of the gradient depends on two parameters: (1) the correlation matrix
of the tap inputs in the transversal filter and (2) the cross-correlation vector between
the received signal and the same tap inputs.

In reality however, exact measurements of the gradient vector are not possible
and the gradient vector must be obtained from the available data. According to the
stochastic iteration algorithm the instantaneous values of the correlation matrix and

the cross-correlation vector are used to derive an estimate for the gradient algorithm.
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The adaptation equation for the stochastic iteration algorithm thus reduces to
hk—l—l = hk +2ar, a SIA (31)

where « is a stepsize parameter and
hy, =(hoks ks> v —1k)"
ag =(0ks Gh—1, s G- 41)
TR =S) — €k
=up +ng + e — €
(boldface represents a vector and T’ denotes transposition).

The initial value used for the tap weight vector, hy, is usually equal to zero. The
major limitations of the stochastic iteration algorithm are a relatively slow rate of
convergence and a sensitivity to variations in the eigenvalue spread, defined as the
ratio of the maximum to minimum eigenvalues of the correlation matrix of the tap
inputs.

A modification of the stochastic iteration algorithm is the sign algorithm (SA)
where the sign of the residual signal rp is taken instead of its actual value. The
motivation for doing this is simplification of the hardware implementation. It has
been shown in [19] that the convergence of the algorithm is not compromised by this
simplification, but that tile speed of adaptation is reduced. The adaptation equation

for the SA is

hk—l—l = hk + 2« Sgn('r'k) ap SA . (3.2)
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3.1.2 Convergence of the Stochastic Iteration Algorithm

A detailed analysis of the convergence properties of the stochastic iteration algo-
rithm for echo cancellation was done in [20] using data values of +1. If Ri is defined

as the ratio of the residual echo power to the far-end signal power as given below

AEL
R} ==
u

E|(ex — &) (3:3)

E [(ug)?]

the equation governing the convergence of the echo canceller (starting at k = 0) is

2k 2 _ aN aN
where p is
p=(1—4a+4a®N) (3.5)

The convergence can adequately be described by two parameters R2 and vsg, where
g q y P oo 20

R% = lim R2 (3.6)
k—oo
and
Voo = 1 for R,zc > R? (3.7)
log1o(Ry/Ry11) =

Rgo characterizes the converged state and vy represents the number of iterations

required for a 20 dB reduction of Ri. From Eq. (3.4) R?,o and vyq are given by

2 aN 2
Roo = 1 _ aN or ROO,dB = ].OIOg]O 1 — aN (38)
and
-2 1.15 1
- ~ —— | — .
v20 logjo(1 — 4a + 402 N) o rET q <w (3.9)
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Equations (3.8) and (3.9) show the importance of the stepsize a. Its value determines

both the rate of convergence and the minimum residual echo that can be obtained.

3.2 Table Look-up Structure

The Table Look-up structure constitutes a different type of an adaptive filter. If
the echo impulse response is assumed to be of finite duration, the echo e} will be
a function of only the last N transmitted data symbols aj. Because the rec;eived
signal is digital, the echo cancellation needs, in principle, only to be performed at
the detection instants. Thus there exists only a finite set (2N for binary signals) of
possible echo samples at the cancellation instants, which can be stored in a digital
memory. The correct compensation value is selected by means of an address for a
random access memory (RAM), formed by the last N transmitted symbols. Because
all possible echo estimates are stored directly in a memory the table look-up method
can even compensate for nonlinearities in the echo channel. A two-wire full-duplex

baseband digital transmission sysfem using the table look-up method is shown in

Fig. 3.2.

3.2.1 Algorithms for the Adaptation Process

Assuming that the two data streams aj, and by (b;, are the data transmitted from
the far-end transmitter) are uncorrelated, the control signal for the adaptive processor
can be taken from the residual signal (Fig. 3.2)

T =ugp+ng+ep— e - (3.10)
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TRANSMITTER
Data
Address
1
2
RAM
N-1 2-wire
1w |
N line
. €}
Received be_| pTECTOR &
e ol
Data T V_T_

up + ng +ex

Fig. 3.2 Echo Cancellation using the table look-up method

Each canceled sample 7; contains control information for one corresponding echo
estimate €. As with the transversal filter there is a choice between two algorithms
for the adaptation process. These are
(1) Stochastic iteration algorithm (SIA)
(2) Sign algorithm (SA)
The update of the echo estimate according to the stochastic iteration algorithm

is given by

ék-l—l = ék + a Ty SIA (3.11)

where a is the stepsize.

The sign algorithm uses the following update of the echo estimate
ék41 = é + a sgn(ry) SA (3.12)

where a is the step size of the registers in the memory.
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3.2.2 Convergence using the Stochastic Iteration Algorithm

A combination of N binary input data are used as the address for the RAM. The
contents of this address is the compensation signal éj. If a certain address is read at
time k, its content is subsequently updated with a correction term, while the contents
of the other addresses remain unchanged. For the stochastic iteration algorithm the

correction term is equal to ary. As was shown in [7] the convergence is governed by

the relation (starting at k = 0)

2 k
1—p
RZ = *RZ 4 2 3.13
where
a2 — a)
Pol- T
Forak 1, Rgo and 9 are given by
2 a ’ ) a
Roo =~ 5 Or Rgo,dB ~ 1010g10 5 (314)
and
oV ‘
vop ~ 2.30 — . (3.15)
«a

3.2.3 Convergence using the Sign Algorithm

As for the stochastic iteration algorithm a combination of N binary input data
are used as the address for the RAM. Since in this case we take the sign of 7 instead

of the actual value, the correction term for an address is + @ or —a. The convergence
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of the sign algorithm is governed by

2a a?

2 2
Rk+1 = Rk — 2T;;‘I’(Rk) + W (3.16)

U

where
oo .

U(z) = 2= /_oo Fu(~zyou) y pe(y) dy
Fy(u) is the cumulative distribution of uj and pe(€) is the probability density function
(PDF) of the residual echo ¢, = e, — &;. Eq. (3.16) T was derived using results from
[7] and [21]. Several cases can be distinguished for different PDF’s of the received
signal up,.
Binary Case

For the binary case and by assuming that the residual echo has a gaussian PDF,

[N

1 e
Pe(e) = V2

e 2
2 —m=
\P(Rk) = \/;Rke 2Ry

then

and Eq. (3.16) becomes -

20 |2 -1 a?
2 _ p2 & 2R
Rk+1 = Rk —_ ZNg'u 71'Rke E 4+ 2N0-12L . (317)

For large values of R;, a simple approximation to Eq. (3.17) can be derived using the

fact that

2
U(Ry) =~ \/; R;, for Rp > 1

! The same equation was derived in a recent paper in the IEEE Transactions on Circuits and Systems, March
1987 with title “Multistage RAM: An FIR Filter for Echo Cancellation in a Digital Two-Wire Subscriber Loop”,
pp. 225-232.
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and Eq. (3.17) becomes

2a 2 a?
2 _ p2 _ “
Rk+1 = B 2N g, \/;Rk + oN 52

u

712 N 712 (3.18)
a a o
= Ry — - — — for R 1
[ k 2N g, \/;] * 2N g2 [2Na'u 71'] or fu >
and for a < 1 '
a 2
Rk+1 = Rk - m ; fOI‘ Rk > 1, a <L 1 (3.19(1,)
Ry = Ry — W ky; fr By>1a<i] ‘(3.19. )
For small values of Ry, Eq. (3.17) becomes
2 2 o
Ry,1=Rg + Y ) for RBpx1 (3.20.a)
O-U
2 2 a2
Rk = RO —+ kw fOI‘ Rk < 1 (320b)

u
Non-Binary Case

As for the binary case the above analysis can be carried out for other cases of
up. If ug, has a gaussian or a uniform distribution then the convergence properties for
large R}, are given from Eq. (3.18) (same as the binary case). For small values of R,

however, and for a small the following approximation can be made for the last two

cases
U(Ry)~~vR: for Rp<1 (3.21)

where 7 is a constant depending on the PDF of uy. Then Eq. (3.16) becomes

R _ k g2 of 14t 5 1 (3.22
k41 =P 0+2Nau21_p or R < (3-22)
where
_1 2ary
p= 2N g,



The parameters Rgo and v9¢ in this case are

(87

R ~ 3.23
o0 20-1[,’)' ( )
and
2N
vog 7 2.30 (3.24)
oy

3.2.4 Comparison of the two Algorithms

From the results obtained for the stochastic iteration algorithm and the sign
algorithm, we can see that there is a distinct difference between the two. This is
due to the fact that the convergence properties of the stochastic iteration algorithm
depend only on the stepsize a where for the sign algorithm the convergence properties
depend on the PDF of the received signal uj as well. Thus we are not able to directly
compare the two algorithms and we have to distinguish between different cases for
the sign algorithm based on the PDF of uy.

For large values of R, the;hree cases examined for the sign algorithm (binary,
gaussian, uniform) behave almost the same as given by Eq. (3.18). For small values
of Ry, the uniform and gaussian case behave in a similar manner (Eq. (3.22)) and low

values of R, are obtainable. However a different Behavior is found for the binary
case (Eq. (3.20)).

If the sign algorithm is used for binary signals, R, decreases very slowly with
decreasing values of a. The reason for this is that if wy is binary, then sgn[(ej —

ér) + ug) = sgn(uy) for almost all k if e — &, has become small. Then we expect
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the convergence of an echo canceller using the sign algorithm to terminate as soon as
the residual error becomes permanently smaller than the amplitude of u;. However
R still decreases somewhat with decreasing o and this is due to the assumption
usually made in the derivation of the convergence equations that the residual error
has a gaussian PDF and the tails of this PDF assure that occasionally large values of
ey — €y, can still be expected. The speed of convergence is much slower for all cases
for the sign algorithm than for the stochastic itération algorithm if the same value of
R 1s to be reached.

No matter which algorithm is being used (the stochastic iteration algorithm or the
sign algorithm), thve table look-up method will need 2V coefficients rather than N as
compared with a linear transversal filter. Thus as it can also be seen from the above
results, for large N the requifed memory becomes very large and the adaptation very
slow (an FIR filter with V coefficients is %g times faster). This is the price that has

to be paid if compensation of nonlinear distortion is required.

3.2.5 Computer Simulations -

In this section computer simulations of the table look-up structure are presented.
The near-end and far-end data are uncorrelated 1 values. The echo channel is rep-
resented by a 3-block nonlinear model (linear— nonlinear—linear) and the communi-
cation channel as a 2-block nonlinear model (linear—nonlinear) as shown in Fig. 3.3.
The static nonlinearities are third order polynomials { ag + a1(-) + ag(-)2 + a3(-)® )
and the ratio of near-end to far-end signal power is 60 dB. The number of bits used to
address the RAM (echo canceller) is 6 and all the memory locations of the RAM are |
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initially set to zero. The coeflicients and nonlinearity parameters used for the echo

and communication channel are shown in Tables 3.1 and 3.2 respectively.

L1 FIR 1.,
NL..
1{---16
RAM FIR 2.
- + + ‘NLcc FIR:C i :‘:1
U_T_ -+

(ec=echo channel, cc=communication channel)

Fig. 3.3 Simulation model for the table look-up structure

NEAR END ECHO CHANNEL
FIR 1 NL FIR 2
ho | k1 ho | hg |ag | a1 | az | ag | ho | h1 | ho
1.0 | 0.150.07 | 0.01 } 0.0 | 1.0 0.0 0.02 1.0 0.1]0.01

Table 3.1 FIR coefficients and nonlinearity parameters for the
near-end echo channel

COMMUNICATION CHANNEL

FIR 1 NL
hg | hi | hg | hs | ag | a1 | a2 as
1.0 {0.110.05|0.01}{0.0}1.01]0.07-0.013

Table 3.2 FIR coeflicients and nonlinearity parameters for the
communication channel
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3.2.6 Convergence curves

Fig. 3.4 compares the convergence curves for the sign algorithm obtained from
Eq. (3.17) with computer simulations for the binary case and Fig. 3.5 compares
the theoretical convergence of the sign algorithm using the exact representation
(Eq. (3.17)) and the approximation of Eq. (3.19). Each point in the simulation curves
is the sample mean of 100 successive squared errors and normalized by the far-end
signal power. The convergence curves show ;{that the simulation results correspond
reasonably well with theory. The continued decrease of curve (b) in Fig. 3.5 after
iteration 11,000 is expected since this curve approximates the exact representation

only for large values of R%.

—_
m
-~
N—
[
e e o
20}
o A . Y A S i _—y A -
0 2 4 3 8 10
Iterations x10°

Fig. 3.4 Theory {a) vs Computer simulation (b) for the sign
algorithm using the table look-up method
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N =
60 «=004 |
m 4o}
=
[ PN
20t
(b) (a)
0 . N . Y . . )
0 P 8 12 16 20
Iterations x103

Fig. 3.5 Theoretical convergence of the sign algorithm (a) exact
(Eq. (3.17)) (b) approximation (Eq. (3.19))

R} (dB)

-20
0

2 L] 6 8 10

Iterations =103

Fig. 3.6 Theory vs Computer simulation for the stochastic
iteration algorithm using the table look-up method
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Fig. 3.6 compares the convergence curves for the stochastic iteration algorithm
according to Eq. (3.13) with computer simulations. The theoretical curve agrees well
with the one obtained from computer simulations. R2, = —10.0 dB when the stepsize
is 0.2 and —13.47 dB when it is 0.09. v9q is 736 when the stepsize is 0.2 and 1635 when

it is 0.09. All the above values are those predicted from Eq. (3.14) and Eq. (3.15).
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‘Chapter 4 The Two-Memory Structure

The presence of the‘fa,r-end signal in the control signal that is used for the echo
canceller adaptation algorithm is a limiting factor in the convergence characteristic.
If no far-end signal is pre;ent, the cancelled signal should ideally be zero. Because of
the disturbing effect of the far-end signal on the adaptation algorithm, conventional
echo cancellers (using FIR filters) require a very small stepsize for averaging during
full-duplex transmission and hence converge relatively slowly. The same holds if a
table look-up structure is used. The aim is to feduce this dependence on the far-end
signal. The scheme to be used is called adaptive reference echo cancellation [22].

With adaptive reference echo cancellation, a reference signal which is an estimate
of the far-end signal is formed by a reference-former, and is subtracted from the
control signal of the echo canceller adaptation algorithm. The reference-former used
in [22] was an FIR filter. In this chapter the reference-former uses the table look-up

structure.

4.1 Echo Canceller Configuration

In order to understand the problem, the configuration of Fig. 4.1 is first consid-
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ered. Asit can be seen, the control signal of the echo canceller r;, includes the received
far-end data signal u;. The signal u; is the output of a transmission path which has
as input the far-end data signal by (nj is additive white noise). This transmission
path includes transmitter filtering, coding operations and the communication chan-
nel. The problem is then the identification of this transmission path which is similar
to the problem of echo cancellation. A possible solution is to use a second canceller

that will try to cancel the signal u; from r; as shown in Fig.v 4.2.

Near-end ar
TRANSMITTER
data

' .
H 2-wire
€ i H p—-——-n»

' line
[
Uy + Nt

: k
Recelvedy I RECEIVER sampler
far-end data ek -+ Uk + ng

Fig. 4.1 Echo cancellation in the presence of the far-end signal

The purpose of the second memory is to adaptively form a reference signal
which is an estimate of u;. The reference signal 4 is then subtracted from the sig-
nal rj,. The resulting signal r} is then used for the adaptation of the echo canceller
(RAM1) and of the reference-former (RAM2). As described in Chapter 2, the trans-
mission path through which the far-end data signal passes, may be nonlinear. Thus
the table look-up structure for the reference-former will also compensate for any non-
linearities present in the communication channe]l which distort the received signal,
and limit the degree of cancellation that can be reached if an FIR filter is used.
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Gk

—‘ TRANSMITTER

1 E . iNc

RAMI1
. q | Z;jv:re
e
RAM?2 __u_’“_.q,.b
+
ér
Tk —ALA er + up + Nk
RECEIVER \+J_T_——

Fig. 4.2 Adaptive Reference echo cancellation using the table
look-up structure

The number of bits used to address the echo canceller is chosen so as to span
the longest expected echo impulse response, and the number of bits used to address
the reference-former is chosen to span the longest expected communication channel
impulse response. A delay may be included before subtraction of the reference-former
signal 4, from the signal rj, because the decisions may be delayed relative to those
present in rj, due to receiver filtering, block decoding, etc. (depends on the receiver
structure).

The a;, and by, are again assumed to be uncorrelated and take on the values +1.
The additive noise nj, results mainly from near-end crosstalk (NEXT) and impulse
noise and is assumed to be uncorrelated with the data. The signals e and uj, are

given from Eq. (4.1) and Eq. (4.2) respectively.

oo

er = ), ap_ihi (4.1)
=0
o0

up =Y br_igi (4.2)
=0
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where the h; are the impulse response coefficients of the near-end echo channel and
the g; are the impulse response coeflicients of the communication channel. In case
where both channels are nonlinear the above equations take the form of a Volterra

series as in Eq. (2.14).

4.2 Adaptation Algorithms

As in Chapter 3 two algorithms that could be used to adapt the two memories are
the stochastic iteration algorithm, and the sign algorithm. The adaptation equations

are given by

RAM1 & =¢,+a,r, SIA (4.3)
ehi1=er +agsgn(ry)  SA (4.4)
RAM?2 iy, =1 +apr, SIA (4.5)
@py1 = U + agsgn(ry)  SA (4.6)

where o, and o, are the stepsizes used for the echo canceller and the reference-former
respectively. In most cases the stochastic iteration algorithm is preferred because it

converges faster than the sign algorithm.

4.3 Convergence using the Stochastic Iteration Algorithm

The error signal for the echo canceller is ey — €, and for the reference-former is
up, — ). The control signal for both the echo canceller and the reference-former r;c
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is given by

'rfc =7 — U
(4.7)
=€} — e +up — U +ng .
As is shown in Appendix A and by using the following definitions,
A 2 N2
5c,k:E[(ek — &) ]
(4.8)
A . N2
ER,k:E[(uk — )"
the relation governing the convergence of the echo canceller is given by
2 2
a a
2
€orer = EcpPe T 2Ncc €pp T 21\‘730 Tn (4.9)
and for the reference-former is given by
2 2
a ay o
Erkt1 = ErpPR T ETV'R;&C,k + 2—]\;;?‘711 (4.10)
where 2 )
a.(2 - a
pe=1-— _02__70_0__
(4.11)
ag(2 — o)
Z ey

We notice that the convergence of the echo canceller is dependent on the error signal of
the reference-former. If the reference-former is not used then %y is zero and Eq. (4.9)

reduces to
2 2
ay, o ar o
€oprr = EopPc T ZNCC'Uu + 2chan . (4.12)

If we normalize ¢, by o2 then Eq. (4.12) is similar to Eq. (3.13) which gives the
convergence equation using only one memory, with the exception that here additive
noise is included. The steady state value for the adaptive reference cancellation
scheme is

a,os

Eom = L. (4.13)

2—a, —ay
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From the above equation we see that there would be little penalty by making a, = o,
since small changes of ap do not affect the value of £,  very much (as long as ay
is greater than zero, the steady state value reached with two memories will be lower

than with one memory).

4.4 Decision Feedback Equalization

Decision feedback equalization can be a simple and effective way to mitigate
intersymbol interference, especially on subscriber loops with one or more bridged
taps where conventional linear adaptive equalization methods may perform poorly.
It works on the principle of subtracting the portion of the far-end signal due to

previously detected far-end symbols from the received signal.

Decision feedback equalization is performed in most of the cases using an FIR
filter. Gerwen et al. {7} have realized the DFE (decision feedback equalizer) using a
table look-up structure. They have also combined the echo canceller and the DFE
using a single memory.

In Section 4.1 a second memory Was added to the echo canceller configuration
so that it could cancel the far-end data signal from the control signal used in the
adaptation of the echo canceller. A third memory could be used as a DFE but
this would increase complexity and cost. Thus, in this section the reference-former
(RAM2) is exploited and is used also as a DFE with the addition of some simple

arithmetic operations.
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4.4.1 Relation between the memory contents of the RAM and the
Volterra coefficients

The adaptive reference-former was used as a means of identifying the communi-
cation channel. If the communication channel is modelled as an FIR filter then this
would result in the identification of the tap coefficients which would be the impulse
response coeflicients of the channel. A subset of the impulse response coefficients
cause intersymbol interference (ISI) from previously detected far-end symbols. When
a table look-up structure is used the impulse response coeflicients are not readily
available. The goal is to relate these coeflicients with the memory contents of the
RAM and use them to cancel intersymbol interference.

Starting from the Volterra series expansion, a new representation of the in-
put/output relationship of a nonlinear channel can be found (Appendix B) in the

case of binary signals. This representation has a finite number of terms and is given

by
N-1 N-1
1 2
ORI SO <P
=0 172
N-1 -
N-1
T Z 92(1 iz---)iN_1bk—i1 bk—iz e bk—iN—1 + g(N)bkbk—l N
i1 £ FiNo

(4.14)
where f(bg,bg_1,-..,bx_nNy1) represent the contents of one of the 2¥ memory lo-
cations of the RAM and the g’s represent the Volterra coeflicients in the new rep-
resentation (in the case of multilevel transmission, a finite number of terms in the
Volterra series expansion is also required). The address of the RAM is specified
by bg,bx_1,---,bp_n+1- The relation between the contents of the memory of the
RAM and the Volterra coefficients is found by assigning all the combinations of
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bp,bg_1, ++,bp_ny1 in Eq. (4.14). The matrix resulting from this relation is or-
thogonal and its inverse can be found very easily. Thus the memory contents of the
RAM can be found from the Volterra coeflicients and vice-versa. If the commum-

cation channel is linear and modelled as an FIR filter then the Volterra coefficients

g(()l), ces ,gg\})_l would be the same as the tap coeflicients of the filter and the remain-

(2)

ing Volterra coefficients g(O), 9021 )

yene ,g( would be zero. The number of bits used
to address the RAM would still be V.

It should be noted that Eq. (4.14) represents the most general case and that it
depends only on N (the memory length) and not on n (the order of nonlinearity).

Depending on the value of n, in practical situations, some terms of Eq. (4.14) may

be zero and thus fewer terms would be required. Two cases can be distinguished

2 n>N
number of terms in Eq. (4.14) = =n_ /y (4.15)
(M) n<N
M=0

4.4.2 DFE Configuration

In this section we use the relation between the memory contents of the RAM and
the Volterra coefficients in order to determine the DFE configuration. From Eq. (4.14)
we can see that the reference-former is trying to identify the Volterra coefficients
g(O), g(()l), SN g(N R) where Npg is the memory length of the communication channel.
The DFE would try and cancel all the terms of Eq. (4.14) except g(()l)bk and the cross

product terms that require knowledge of the current value of b;. Since these require

the current value, they cannot be used.
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By knowing the RAM contents at all times, we can find the coeflicients
g(o),ggl),-- . ,g(NR) using Eq. (4.14). Then using previously detected symbols the
ISI component can be formed and subtracted from the current received signal before

detection. The configuration of the DFE is shown in Fig. 4.3.

to RAM2 to RAMI

RAM2 +
Y

Computation of

Volterra coeffic.

by — Tk
- RECEIVER | +

Fig. 4.3 Decision feedback equalizer structure

The figure only shows the DFE part. The rest of the transmission system is the
same as in Fig. 4.2. The additional component is a processor that computes a subset of
the Volterra coefficients. The processor does not need to perform any multiplications.
Only additions and subtractions are required due to the simple relation that exists
between the Volterra coefficients and the memory contents of the RAM. In general,
the number of Volterra coefficients reqﬁired is the number of terms that do not contain
by. This is equal to

% (JXf__ll) = 2/z~1 (4.16)
M=1
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This number may be reduced by keeping only those terms that are important in
practice. If for example only second and third order nonlinearities are important and

3
N
Npg > 3 then from Eq. (4.15) the number of terms required to form wuj, is Y ( R)

M=0 M

which is less than 2R, For example with Np = 8 only 93 terms are required whereas
2Nr = 956. Eliminating the terms that contain the current symbol, only 64 coeffi-
cients are required to be computed by the processor. The equation that corresponds

to Eq. (4.15) for the DFE is

2NR_1 n Z NR
number of terms (for DFE) =< =n Ng -1 (4.17)
( ) n < Np
M=0 M

The computation of the Volterra coefficients can be performed once, after the
reference-former has converged, since this will be the time when the coefficients will
approximate their correct values. It is also possible to continuously compute the g’s

after the echo canceller has converged.

4.5 Alternative Solutions

The adaptive reference echo cancellation scheme and the DFE described in the
previous sections were premised on the fact that the adaptive reference echo canceller
would be based on the table look-up structure. However alternative solutions exist

and two of them are suggested here.

4.5.1 Alternative 1

The first alternative is to use a nonlinear filter for the reference-former such as the
one suggested in [5] instead of the table look-up structure. The nonlinear filter will
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bi

consist of a linear part and a nonlinear part that will form the cross product terms
(the number of which will depend on the kind of nonlinearities present in the channel)
of the received bits. Then the Volterra coefficients would be available at any time
without the need of any extra computations since they will be the tap coefficients of
the nonlinear filter. A subset of them could then be used to form the intersymbol

interference term.

4.5.2 Alternative 2

The second alternative has as basic components two memories and a nonlinear

filter as shown in Fig. 4.4.

227

I TRANSMITTER
P NG|

—
—

|

Nonlinear LT
r— ————»(+)
r H 2-wire
?—- : line
= - || RAM2 -
N -
éx
Th —  erp+ up+ nk
- RECEIVER d-}:l:

Fig. 4.4 Alternative 2

The first memory (RAMI) is used as an echo canceller, the second memory
(RAM2) is used as a DFE, and the nonlinear filter as a reference-former. RAMI
will be addressed by the sequence of bits (ag,ap_1,--,ak_N,+1) Where N¢ is as
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before, the memory length of the echo channel. RAM2 will be addressed by the se-
quence of detected bits (by_y,bg_2,- -, i)k—NR—H) where Np is the memory length of
the communication channel. RAM2 will form those terms of Eq. (4.14) that do not
contain by. Thus the nonlinear filter needs to form only those terms that contain by

as given below

Ne 1 (nNp—1
(M) —em g

number of terms for nonl. filter = { M=0
" (Np-1
Z M—1 n < NR
M=1 -
For example, if Np = 8 and n = 3 the nonlinear filter needs 29 coeflicients and RAM2
needs 28-1 = 27 = 128 memory locations. If RAM2 is not used, the nonlinear filter

needs 93 coeflicients which reduces to the first alternative. The scheme that results

without the nonlinear filter is the one suggested in [7].

4.6 Comparison of the Alternative Solutions

The two alternative solutions can be compared with the DFE structure presented
in section 4.4 (to be named alternative 0) in terms of the memory and number of
Volterra coeflicients that are required. If the highest order of nonlinearity is » = 3
and a memory location (of the RAM) is assumed equivalent to a coeflicient, then we
get Tables 4.1 and 4.2 which give the number of coeflicients required for each scheme.

Fig. 4.5 shows the number of coeflicients for different values of Ny for the three cases.
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Number of Coeflicients

400t

Fig. 4.5 Number of coefficients required for the alternative
solutions (0), (1) and (2) as a function of Np

Number of Coefficients (n = 3)

3
Np -1
Alt. 0 2NR+Z(R )
3 M=0 M
Np-—1
Alt. 1 Z( )
M=0 M d

3
Np—1
Alt. 2 | 2Vr—1 R
> (50)

Table 4.1 Number of coefficients (n < Np)

Number of Coefficients (n = 3)
Alt. 0 221"1*
Alt. 1 oV
Alt. 2 2/Vr

Table 4.2 Number of coefficients (n > Np)
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The choice among the three alternatives will depend on the speed of operation

and the complexity of the hardware.

4.7 Computer Simulations for the Two-Memory Structure

In this section computer simulations of the model of Fig. 4.2 are presented and
compared with theoretical results. The near-end data and far-end data are uncor-
related £1 values. The echo channel consists of a linear part followed by a static
nonlinearity which is then followed by a second linear part. This 3-block model is
a general nonlinear model which can be described by the Volterra series represen-
tation. The communication channel is also simulated as a 3-block nonlinear model.
The linear parts are represented by FIR filters. The static nonlinearities are third
order polynomials (a9 + a1(-) + az(-)2 + a3(-)3) so that only second and third order
nonlinearities are present.

The ratio of near-end to far-end signal power is 40 dB and the signal-to-noise
ratio (SNR) for the communication channel is 20 dB. A Gaussian random variable is
used as an additive white noise. The number of bits that address RAM1 (the echo
canceller) and RAM2 (the reference-former) is 8. The simulation model is shown in
Fig. 4.6 and the filter coeflicients and nonlinearity parameters for the near-end echo

channel and communication channel are shown in Tables 4.3 and 4.4 respectively.

4.7.1 Convergence Curves

In this section the convergence curves produced by using the model in Fig. 4.6
are plotted. The abscissa for all plots is R,zc (in dB) which is the ratio of residual echo
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FIR 1., —l
|1j!8| NL..
RAMI FIR 2.. L
RAM?2 h FIR 1.,
\
Lmit to FIR 2.. Je-{NL
j:]- cc (4
Gaussian noise
(ec=echo channel, cc=communication channel)
Fig. 4.6 Simulation model for adaptive reference echo
cancellation
NEAR END ECHO CHANNEL
FIR 1 NL FIR 2
ho | hy | hg | hy | hgy | hs|ag |a3 |ag| a3 | ho | by | by
1.0 1 0.23 | -0.23 | -0.15 | -0.06 | 0.0 | 0.0 | 1.0 | 0.0 | 0.01 | 1.0 | 0.0 | -0.2
Table 4.3 FIR filter coefficients and nonlinearity parameters for
the near-end echo channel
COMMUNICATION CHANNEL
FIR 1 NL FIR 2
ho hl h2 h3 h4 h5 ag ay a9 as ho hl h2
1.0 |-0.25 | 0.151-0.1 | 0.05 | -0.01 | 0.0 ] 1.0 | 0.0 | -0.013 | 1.0 | 0.0 | -0.125

Table 4.4 FIR filter coefficients and nonlinearity parameters for
the communication channel
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€
power to far-end data signal power (R,zc = —%%) and the ordinate is time in terms

g

of iteration number. The memory contents of RAM1 and RAM2 are initially set to

zero. The conditions under which each curve is produced are given within the plots.

Fig. 4.7 compares the theoretical convergence curve using only the echo canceller
with the theoretical convergence curve using both the echo canceller and the reference-
former (perfect regeneration of the far-end signal is assumed). For curve (a) Eq. (4.12)
is used and a stepsize a, = 0.2 and for curve (b) Equations (4.9) and (4.10) are used
with a, = a, = 0.2. In the case where both ;nemories are used, both are activated
from the beginning. There are two important things that should be noticed. First,
that the steady state value Rgo is almost 20 dB smaller using the reference-former.
This also implies that if the same steady state value is to be reached, the two-memory
structure will converge faster than the case where only one memory is used (i.e. when
only the echo canceller is used). This is shown in Fig. 4.8 where the stepsizes have
been chosen to give the same steady state value. Second, that the reference-former
has little effect while the echo canceller is still converging as it can be seen from
Fig. 4.7 where the two curves coincide up to 6,000 iterations. This is due to the fact
that while the echo canceller is converging the level of echo is still much higher than
the received signal so that the control signal for the reference-former consists mostly
of echo. When the echo canceller converges to the steady state, value the level of
echo is reduced below the received signal and the convergence of the reference-former
is speeded up.

The steady state value of RZ, using Eq. (4.13) is
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SNR=20dB
40 NC = NR =8 |9
a o el 4:; e e S P -y +
<) (a)
[ PR3
(b)
-40}
-80 i A A _— A SR S B e L A
10 20 30 a0 50 60
lterations x103

Fig. 4.7 Theoretical convergence curves using (a) only one
memory (the echo canceller alone) Eq. (4.12) and (b)
using the two-memory structure Eq. (4.9), Eq. (4.10)

o, = 0.88

a, =03
SNR=20dB
Noc=Ng =28

2 (dB)

-40}

-80 i i e e el . " A " el i

0 20 40 60 80 100 120

Tterations =103

Fig. 4.8 Comparison of the speed of convergence between (a) the
two-memory structure and (b) the case when only one
memory is used (the echo canceller, with a, = 0.02)
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2
[a o)
Rgo: c”n

? = ac - ax)o] 1)
and under the above conditions R%, = —29.32 dB for curve (b). From Eq. (4.19) we
see that o does not affect Rgo very much but does affect the speed of convergence
of the reference-former as shown in Fig. 4.9. When the stepsize a, = 0.08, R%, =
~29.32 dB and when oy, = 0.05, RZ, = —29.71 dB a difference of just 0.08 dB (not
apparent in the figure due to the scale used). If however the stepsize a, is changed

as in Fig. 4.10 the difference in R, obtained is more apparent. For a, = 0.1, R? =

—32.6 dB and for a, = 0.05, R%, = —36.29 dB.

a. =02
SNR=20dB J
40 Ng=Ngp=8
a 0 ) —t e +
=
j
[ PR3
o, = 0.08
-40} n
_80 Il A i 4 A i A
0 10 20 20 a0 50 60
Iterations x10%

Fig. 4.9 Effect of stepsize used for the reference-former

In all of the above cases (where only theoretical curves were considered) both

memories were activated from the beginning and perfect regeneration of the far-
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Fig. 4.10 Effect of stepsize used for the echo canceller

end signal was assumed. If in a start-up situation, adaptation of the two memories
(starting initially at zero values) is to be achieved without requiring a prearranged
“ideal reference” data sequence, it is possible to activate the reference-former at a
later stage. This is justified from the fact that without the ideal reference while
the echo canceller is converging, most of the decisions used for the reference-former
will not be correct. Thus if the reference-former is activated together with the echo
canceller it would have no benefit until the echo canceller reached its converged state.
In fact it may slow down the overall convergence. However if the reference-former
is activated after the echo canceller has converged (when most of the decisions will
be correct), it can use a large stepsize and thus converge faster (the steady state
value is not affected very much by the large stepsize). The overall convergence time

of the modified nonideal-reference algorithm, could be expected to be slower than
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an ideal-reference system (an ideal reference system is one where during start-up a
prearranged “ideal reference” data sequence is required).

We now compare computer simulations with the theoretical results obtained. In
Fig. 4.11 the stepsize for the echo canceller is a, = 0.2 and the stepsize for the
reference-former is @, = 0.05. The reference-former is activated at iteration 15,000
(the “noisy” curves represent the computer simulations). The simulation results agree
well with the theoretical resuits. The difference iniithe two curves at the beginning of
the adaptation of the reference-former is due to sorﬂe initial receiver decision errors. In
the case where the stepsize for the echo canceller is low enough so that fewer decision
errors occur, then the two curves (theoretical and simulation) are much closer to each
other (Fig. 4.12). Each point in the simulation ‘curves is the sample mean of 100
successive squared errors and normalized by the far-end signal power.

If we activate the echo canceller and the reference-former at the same time, the
overall convergence time is larger than if the reference-former is activated at a later
stage (see Fig. 4.13). We should note that although both methods use the same
stepsize for the echo canceller (o, = 0.2) the stepsize for the reference-former in curve
(a) (where the reference-former is continually adapting) is much less (a, = 0.002)
(hence the apparent slower convergence). This value (o, = 0.002) was chosen so that
the two start-up methods achieve the same steady state performance.

The reason o, is much smaller for curve (a) than it is for curve (b) is because this
way the reference-former does not have a significant contribution in the convergence
of the echo canceller when the echo signal is large and most of the receiver decisions
are not correct. If a large value is used for o, in curve (a) then when the echo signal
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Fig. 4.11 Theory vs Simulation for adaptive reference echo
cancellation (reference-former is activated at iteration

15,000)

is still large the reference-former will act as a second echo canceller (because the
receiver decisions will be equal to the near-end data symbols with high probability).
However the echo estimate from the reference-former is subtracted from the echo
canceller control signal and thus the coﬁvergence might terminate with a high steady
state error. Thus with the high steady state error (which means that the echo signal
is still larger than the far-end signal) most of the decisions used for the reference-
former would not be correct and no further reduction of the steady state error will
be achieved.

In the start-up algorithm of curve (a) the echo canceller tends to converge first.
As the residual echo diminishes, more and more receiver decisions are correct, and

the reference-former starts to converge. In effect, the two stage start-up procedure is
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emulated automatically. Both methods in these simulations achieved the same steady
state performance although the initial convergence rate for the two-stage method is
faster. For this reason it may be the preferred method, although the second method,

with the reference-former continually adapting, may be slightly simpler.

o, =004 a, =02
SNR=20d4dB
40 Ne=Nr=38
oo
=
(o) P74
-40}
~8% ] 20 ' 40 60 ' 80 ' 100

Iterations x103

Fig. 4.12 -Theory vs Simulation for adaptive reference echo
cancellation (the reference-former is activated at
iteration 60,000)

We would like now to see the effect of the SNR. In all the above cases, the SNR,
was 20dB. Fig. 4.14 compares a simulation curve with SNR=20dB with one where

SNR=40dB. The decrease in the value of R was expected because of the dependence

on the SNR that Eq. (4.19) predicts.
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Fig. 4.13 Comparison of two start-up methods
(a) reference-former is continually adapting

(b) reference-former is activated at iteration 15,000
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Fig. 4.14 Effect of SNR to the convergence characteristic
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4.8 Computer Simulations for the DFE

In this section computer simulations of the decision feedback equalizer are pre-

sented. The simulation model is given in Fig. 4.15. All three models for the commu-

nication channel as shown in Flg 4.16 will be used.

Computation of

Volterra coeffic.

.

Communication

1
2 RAM?2
3
- Limit to +1
~ &

RS

error signal

D

Channel

Fig. 4.15 Simulation model for the decision feedback equalizer

Nonl. (<

Linear

Nonl.

Linear

(c)

Fig. 4.16 Simulation model for the communication channel
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COMMUNICATION CHANNEL

Linear Nonlinear

ho | h1 | ha | ag | a; | az | a3
10106 100210.0]1.0]0.0)0.01

Table 4.5 FIR coefficients and nonlinearity parameters for the
communication channel
The number of bits that address RAM2 is N = 3. The input data to the
communications channel are uncorrelated +1 values. The linear section is in both
cases modelled as an FIR filter with 3 tap coeflicients. The nonlinear part is in both
cases a static nonlinearity represented by the polynomial ag + a1(-) + ag(-)% + as(-)°.
The square of the error signal (E),) averaged over 100 samples is plotted against the

number of iterations.

4.8.1 Convergence Curves

Fig. 4.17 displays three curves corresponding to cases (a), (b) and (c) of Fig. 4.16.

The stepsize for RAM2 is o, = 0.02. The relation between the Volterra coefficients

and the contents of the memory was found using Eq. (4.14). In this case only ggl) and

ggl) are computed by the processor and used to form %y, so that no cross products of
the detected symbols and no cross products of the detected with the present symbol
are present.
The difference between the linear case (case (c)) and the nonlinear cases (cases (b)
and (c)) is due to the fact that in the linear case the processor has all the information
(1 (1)

required to cancel ISI (g; ’ and g, ') whereas in the nonlinear cases the cross product
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terms are missing. The difference between case (a) and case (b) is because in case

(b) only ¢(0) is missing whereas in case (a) g(O),g((ﬁ),g((é),gg) and ¢(3) are missing.

In Fig. 4.18 g(O) and gg) are included in the computation for all cases. We can
see that case (b) and (c) behave the same since all the terms required to compute
intersymbol interference are included (in case (b) only powers of the present and
past symbols are present. No cross products exist). In case (a) however there is a
difference because the cross product terms that include b, (the present symbol) are
not computed. The result in Fig. 4.18 is better than in Fig. 4.17 (for (a)) where g(%)

(2)

and 913 are not included.

1) e e $  maaan - e
oy, = 0.02
Nr=3
-20
— (a)
m
-40
= (b)
[ P
_60 . C)
-ao L
~1004 ' 10 20 30 40
Iterations x103

Fig. 4.17 DFE error signal with some Volterra coefficients
missing
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Flg 4.18 DFE error signal when all possible Volterra

coeflicients are computed
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Chapter 5 | The Combined Structure

In Chapter 4, a modification of the table look-up structure was made by adding
a second memory that could form an estimate of the received far-end signal and
subtract it from the echo canceller control signal. This modification improved perfor-
mance by increasing the speed of convergence of the echo canceller. In this chapter
a different modification is being made by adding a linear FIR filter in parallel to the
echo canceller. As in Chapter 4 the goal is to increase the speed of convergence of
the echo canceller.

The motivation for the addition of the FIR filter to the table look-up structure
comes from the fact that the convergence time of the first is much less than that of
the second (it is actually % greater for the table look-up structure if the RAM is
addressed by N bits and N coefficients are used for the filter). Thus the FIR filter
can compensate for the linear part of the echo much faster than the table look-up
structure would. Then the table look-up structure can compensate for the nonlinear
part. If the truncated echo impulse response is N bits long then the FIR filter should
have N coefficients and the RAM should be addressed by N bits. The echo canceller
configuration is described next.
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5.1 Echo Canceller Configuration

The new structure for the echo canceller is shown in Fig. 5.1.

23"

TRANSMITTER

2-wire

line

= RAM

-» FIR

€2k

b RECEIVER

Tk € + Uk

Fig. 5.1 The Combined Structure

The aj, are the near-end transmitted data and are assumed to be uncorrelated
with b, which are the far-end transmitted data. The signal uj, is the received far-end
data signal and ey, is the echo signal.

The echo estimate from the FIR filter &;; is given by
N-1
ek = D hiy ap; (5.1)
1=0

where the hj, are the tap coefficients of the FIR filter. The echo estimate from

the RAM, é5; is equal to the contents of the RAM addressed by the sequence
(ag,ar_1,a_2,...,a5 1) and is given by
eop = f(ak,ak—l’ak*%"'7ak—N+1) (5'2)

where f(-) represents the contents of the memory and is a nonlinear function of the

transmitted bits. The total echo estimate is the sum of the echo estimates given by
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the FIR filter and the RAM as given below

e = €1k T €gk
N-1 (53)
Z kOk—i T flap,ap 1,082, 0p_Ny1) -

The nonlinear function f(-) can be represented by the Volterra series expansion.

If we define the vector g as the estimate of the Volterra coefficient vector, then the

function f(:) can be obtained in matrix form as

~T (NL ;
f(ak,ak—bak—za---,ak—N+1)=gka§g ) (5.4)

h
where . (0)

9k

(1) [ 1 ]
K4 “
glk k-1

>
1>
=
Z
=
1>

aAp—_N4+1
9(2) axar_1

L POk —1 - Ck—_N417

The dimension of both vectors is 2V, since as was shown in Chapter 4, the
truncated Volterra series has a finite number of Volterra coefficients, in the case of

binary signals equal to 2VV. If we also define the vectors hy, and ay, as

o o
< Al b N |
hy_1k ak—N+1

Eq. (5.3) can be expressed in matrix form as

n T NL
ey = hk ay, + 81, a}c ) (5.5)
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The control signal used for the adaptation of both the FIR filter and the RAM,

7}, 1s given by

TR =Sk — €k
(5.6)
=ep + up — ék
and in matrix form
~ ” NL
T = [sk — (h{ak + ngagc ))] . (57)

We assume a two-stage start-up method in which while the FIR filter converges, the

RAM is not activated. Thus during this time,

rg = [sp — (hiay)] (5.8)

and the minimum mean square error (E[(ej, — é15)?]) can be reached by using the
stochastic iteration algorithm that uses the following adaptation equation for the tap

coeflicients of the FIR filter
flk+1 = flk + 2 Qp Tk ag (5.9)

where o, is the stepsize (F for FIR). When the FIR filter reaches its steady state
there is no more improvement in the error performance. Thus ﬁk is no longer adapted
and the adaptation of the RAM begins (flk can be continuously adapted in the case

of a nonstationary channel). The control signal 74, is now given by

o=l — ) - @Fa0] (5.10)

As it was shown in [5] a linear update algorithm (like the SIA) can still be used to
adapt the nonlinear coefficient vector g; (because as it was found, the expected value

of the squared error is a quadratic function of the elements of g;). However since a
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RAM is used, the adaptation is automatically done by addressing the RAM by the
vector a; and updating the contents of the RAM by an appropriate factor. Thus we

get
eokt+1 = é2_k +an Tk (5.11)

where a,, is the stepsize of the registers in the memory (T for table look-up). The
steady state value reached will be that governed by the convergence equation for the

table look-up structure (Eq. (3.13)) and consequently by a..

5.2 Convergence of the FIR filter

In Chapter 3 the equations governing the convergence of an FIR filter and of the
table look-up structure were presented for the stochastic iteration algorithm. The
derivation of Eq. (3.4) for the FIR filter assumed a linear echo channel. In this
chapter we assume that the echo channel is nonlinear so that Eq. (3.4) no longer
holds. The equation governing the convergence of the table look-up structure is still
valid 1E)eca,use its derivation assumed a general channel. In Appendix C we derive the
convergence equation for a linear FIR filter under the constraint of a nonlinear echo

channel. This is given by

apN + G/o? a, N + G/o?
(1—ax) | ¥ (1= ap V)

R? = ,*|R% - (5.12)

where R% is as in previous chapters the ratio of the residual echo power to the far-end
signal power, and

A

p=(1-4a, +4az,N) .
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G is a nonlinear factor representing the sum of the squares of the nonlinear terms of
the Volterra coefficient vector. The nonlinear terms represent that part of the Volterra
coeflicient vector which the FIR filter cannot identify. The steady state value of R%,
R2, is given by

R2 — aFN+G/U’12L

b= (5.13)

If we compare Eq. (5.13) with what was found for the case of a linear echo channel

(see Table 5.1 below) we find that there is a difference of (G/O‘Z)/(l —a,N).

It can be seen that for small values of the stepsize a, not much improvement is
expected in the degree of cancellation and the nonlinear factor G is more dominant.
However when small nonlinearities are present in the channel, a smaller stepsize will
have more effect in the steady state value of the mean square error. Of coufse if no
nonlinearities are present the nonlinear factor G will be zero. We now summarize the
new results found in this section in Table 5.1 where we also present the results for

the linear channel case.

Nonlinear Echo Channel Linear Echo Chanmnel
N+G/02 a N+G/a2 kin2 O N+G/02 a, N
R2:pk[R2_aF u]+ F u R2:p [R e u]+ F
¢ °  (1-a,N) Jl=arN) |7 ° (1-0,N) ' (1-a,N)
2 _ o N G o
® (1 _C;F'N) oo (1_O‘FN)
V20 = V20 = '
0g10 0 logig p

Table 5.1 Convergence of FIR filter using the Stochastic
Iteration Algorithm

- 79 -




5.3 Computer Simulations

The structure of Fig. 5.1 is simulated using the simulation model shown in Fig. 5.2.
The number of bits used to address the RAM is N = 8 and the FIR filter consists
of 8 coeflicients. The input data to the echo channel and the communication channe]
are uncorrelated +1 values. The ratio of near-end to far-end signal power is 40 dB.
The values used for the linear and nonlinear sections of the echo and communication

channels are the same as the ones used in Chapter 4 for adaptive reference echo

cancellation.
+1
FIR 1.. ——‘
NL..
14 - 18
+1
FIR 2.. l
o RAM 3". FIR
FIR 1.
; i
Limit to - ;
-] -+ FIR 2.. @« NL,,
41 i

Fig. 5.2 Simulation model of the combined structure

5.3.1 Convergence Curves

In this section the residual echo power to far-end data signal power (Rlzc) is plotted
in dB against the number of iterations. Fig. 5.3 shows the convergence curve for using
a stepsize of o, = 0.005 for the FIR and a stepsize a, = 0.09 for the RAM. The
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RAM is activated at iteration 3000 and at that time the coefficients of the FIR
filter are ‘frozen’. The amount of cancellation achieved is predicted from Eq. (3.13)

(R%, = —13.46 dB).

N=38
40 o, =0.005
o, =0.09
20

-40 i I " I " —d.
0

10 20 30 40

Iterations x103

Fig. 5.3 Computer simulation for the combined structure

To see the effect of the FIR filter Fig. 5.4 shows the convergence curve of Fig. 5.3
and the convergence of using only the RAM. The stepsize for the RAM 1is again
o, = 0.09. The increase in the speed of convergence is considerable. With the FIR
filter, steady state is reached at approximately 12,000 iterations whereas without the
FIR filter steady state is reached at 22,000 iterations.

It is also interesting to see the capabilities of the RAM to cancel nonlinearities
as compared to a linear FIR filter. Fig. 5.5 compares the convergence curves of using

only an FIR filter with the combined structure.
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Fig. 5.4 Combined structure (a) vs Table look-up structure (b)
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Fig. 5.5 Combined structure (a) vs FIR filter (b)
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A simple example is now presented in order to compare the theoretical conver-
gence of the FIR filter corresponding to Eq. (5.12) with computer simulations. We
model the nonlinear echo channel as a cascade of an FIR filter with 2 coefficients,

and a nonlinear section with 4 parameters (Fig. 5.6). The values used are shown in

Table 5.2.

ECHO CHANNEL
FIR filter Nonlinearity

wo | wy | Bo | B1| B2 | B3
1.0 0.2 10.0|1.00.0110.01

Table 5.2 FIR filter coeflicients and nonlinearity parameters
used for the echo channel

223 €k
— FIR [Nonlinearf|—=

Fig. 5.6 Nonlinear echo channel

The communication channel remains the same as the previous simulations. The
Volterra coefficients of the echo channel are 2V = 22 = 4 in number and were com-

puted to be
g =By + faw} + fyw} = 0.0104

1 .

g(() ) =Byw + Bywd + 3wowi By = 1.0112
1

A\ =B1w; + Bywd + 3wl By = 0.2061

9® =285wgwq = 0.0040 .
The coeflicients g(()l) and ggl) represent the linear part of the channel and the coef-
ficients g(O) and g(2) the nonlinear part. In this special case, the vectors ggL) and
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(NL

g9 ) (defined as the linear and nonlinear Volterra coefficient vectors respectively)

take the following form

w [1.0112] (NL) [0.0104}
&1 7 0.2061 &2 7 0.0040

We can now calculate the nonlinear factor G so that we can use Eq. (5.12). The value
of G is found to be equal to 1.241 x 104, Fig. 5.7 shows the convergence curve using
Eq. (5.12) with a stepsize of @, = 0.001 and the convergence curve obtained from
computer simulations. The steady state value of R,Zg is that predicted by Eq. (5.13)
(qudB = 0.65 dB). If the stepsize is changed to a, = 0.0007 there is no apparent

improvement in the value of Rgo.

0 2 q 6 8 10
Iterations x103

Fig. 5.7 Theoretical convergencé curve vs Computer simulations
for a linear FIR filter operating under a nonlinear
channel

However if we change the nonlinear parameters 8 and 83 to 0.001, the change
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in R% is much larger. This shows the effect of the nonlinearities in the overall
convergence of the FIR filter (R, 4 = —18.65 dB) (see Fig. 5.8).

We now compare the theoretical convergence curve of the combined structure
using Eq. (5.12) for the FIR and Eq. (3.13) for the table look-up structure with

computer simulations. The RAM is addressed by two bits (Fig. 5.9).

N =
40 o, = 0.001
20
—~
m
=
ht G =1.241 x 10~*
A= P D Gy N —
m: 0 >
G.=1.241 x 107°
-0}
_40 e ol A '] A A A [ -y
0 2 4 6 8 10

Iterations x103

Fig. 5.8 Effect of the nonlinear factor G in the convergence of a
linear FIR filter

The two-stage start-up method considered so far is similar to the one used in
Chapter 4 for the adaptive reference echo cancellation scheme. A second alternative
is to activate the table look-up structure and the FIR filter at the same time. Fig. 5.10
shows computer simulations for the two start-up methods.

In the second method the FIR filter converges fast up to a point after which the
convergence is slowed down. At this point the echo estimate from the RAM is having
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Fig. 5.9 Theoretical convergence of combined structure vs
computer simulation

60 — - .
N=38
o, = 0.005
oy = 0.09

R} (dB)
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-40 . N — —_
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Fig. 5.10 Comparison of two start-up methods: (a) the RAM is

activated at iteration 3000 (b) the RAM is continually
adapting
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a significant contribution to the residual signal and changes in the filter coeflicients are
smaller. Thus the table look-up structure takes over compensating for the remaining
linear, and the nonlinear part of the echo channel at a much slower rate. In effect
the two-stage start-up procedure is emulated automatically. The two-stage method
might be preferred because typically it is desirable to compensate for the linear part
of the echo channel as fast as possible.

Similar results to the ones found in this chapter could be obtained if an echo
canceller configuration is considered in which the FIR filter and RAM use separate
control signals, i.e, the filter control signal to be the difference between the echo and
the filter echo estimate, and the RAM control signal to be the difference between the

filter control signal and the RAM echo estimate.
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Compensators for Nonlinear

Channels

Chapter 6

The nonlinear filters described in the previous Chapters were based on the table
look-up structure. As mentioned in the introduction, another alternative is to use
a nonlinear filter that approximates the nonlinear echo replica by a Volterra-like
expansion. This can be viewed as adding extra nonlinear taps to a linear transversal
filter. Both the table look-up structure and the Volterra series nonlinear filter (as it
will be called in the sequel) can compensate for general nonlinearities. In practical
situations however, nonlinear channels may be more specific. Thus, specific nonlinear
filters or compensators could be used instead of the general ones. In thisb chapter
one such nonlinear compensator is exafnined, that is modelled in the same way as
the channel that is trying to comPensate for. The model consists of the cascade of
a nonlinear part, a linear part and a second nonlinear part. Before the new echo
canceller configuration is described, a review of the Volterra series nonlinear filter

and two of the more specific compensators is given.
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6.1 The Volterra Series Nonlinear Filter

Assuming a finite-memory causal system with input sequence {a;} and output
sequence {yi}, the relationship between input and output can be generally expressed
as

Yk = flag, ak—1, > 2N 41) (6.1)
where N is the memory length of the system and f(-) is given by the truncated
Volterra series (Eq. 4.14)). The system described by Eq. (6.1) can be implemented

by a finite-length transversal filter, a number of multipliers, and a summing bus as

shown in Fig. 6.1.

af g1 Af—N+1

N
géf’%F 9izh o™

Fig. 6.1 The Volterra series nonlinear filter

Nonlinear Combiner
49' gw%‘ o % o2,

Yk

From the above figure we can see that the difference between the nonlinear filter
and the conventional linear filter i.s that in the nonlinear case the addition of 2V — N
nonlinear taps has been made (assuming again binary signals). It was suggested in
[5] that in many practicai cases the nonlinear function f(-) departs only slightly from
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a linear function so that only a few of the extra nonlinear terms need to be retained.
It is in this property that the usefulness of the above representation resides. If the
full complement of terms is required, then it becomes equivalent to the table look-up

structure.

6.1.1 Adaptation Algorithm

The output of the nonlinear filter can be written in matrix form as

NL
yo=gfag (6.2)
where g; and aéNL) are defined as
0) 7
1 - )
: (1)
a ok
ar_1 g:([}c)
L(ND) & 1 g2l
N L
aag—2 2)
s 902k
LAkAk—1 -+ Qk—N+41 (}V)
L9, ]

and gy, represents the tap coefficient vector of the nonlinear filter (7' denotes trans-
position).
The adaptation equation for the vector gj can be found by minimizing the mean

square error between the output of the nonlinear filter y; and a desired response d

El¢f] = Bl(d— y)?) =Bld* - 24(al™ ) + (gfal ) )(al" " )]

(6.3)
=E[d) -2p gy +el R g
where
p =E[d al""]
(6.4)

R - E[achL) achL)T]
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This shows that the expected value of the squared error is a quadratic function of the
elements of gz and for this reason, the stochastic iteration algorithm can be used to

adapt g,

NL
Bk+1 =8k +2 a ¢ ai ). (6.5)

6.2 Compensators for Specific Nonlinear Channels

The Volterra series nonlinear filter is general as to the kind of nonlinearities
that it can compensate for. Other models have been considered in the literature
which compensate for specific nonlinear channels. Fig. 6.2(a) shows the model of a
compensator used in [23] to compensate for the memoryless nonlinearity present in the
DAC in the canceller path (the Wiener scheme). The model consists of the cascade
of a linear filter and a memoryless nonlinearity. Fig. 6.2(b) shows the model used
in [18] (the Hammerstein model). The Hammerstein model consists of a memoryless

nonlinearity preceding a linear filter.

ar 2k Yr
—— (R} ¢a(’) p———
(a)
[:3% 2k Yk
—= (") {R}G

(b)

Fig. 6.2 Compensators for specific nonlinear channels (a) The
Wiener scheme (b) The Hammerstein model
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In both cases the {h;} are the tap coefficients of a linear filter and the nonlinearity

q(-) is parameterized in a polynomial form with parameters {a;} as

M-1 )
da(zk) = D 5%
3=0
Vo1 | (6.6)
awlar) = Y ajaf
7=0
The above models can compensate for channels that have the same representation as
the one in each model. The coefficients {A;} and the parameters {a;} are adapted
separately in each case until the minimum mean square error of the output y; and a

desired response d is reached.

Another model that can be specific but more general than the above two models
is the one that consists of the cascade of a linear part, a static nonlinear part, and
a second linear part (all being adaptive). This structure is attractive because it can
adequately represent channels that are described by the Volterra series. However,
computer simulations showed that adapting such a configuration leads to local minima

and suboptimal solutions.

6.3 The New Nonlinear Compensator

A nonlinear model that might result in the near-end echo channel (as explained in
Section 2.5) is the one shown in Fig. 6.3 (Fig. 2.15 reproduced here for convenience).
This is a cascade of a memoryless nonlinearity, a linear system with memory, and a

second memoryless nonlinearity.
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Qy
—

Memoryless fik |Linear system | fzx | Memoryless

nonlinearity with memory nonlinearity

Fig. 6.3 A specific nonlinear channel

223

Yk

G Nonlinear a1

Echo Canceller —! h; Linear kj

«— Echo Channel

G2t Nonlinear a2
, .
B, S
U_l_

Fig. 6.4 The new nonlinear compensator

The input/output relations at the different stages are
M-1

fik = Y aaj,
1=0
N-1 N-1M-1 _
fae= 2 hifu—j = 2. D hjovaq_;
7=0 3=0 =0
L-1 l
Yk = Y agfo

=0

(6.7)

where the {h;} are the impulse response coefficients of the linear FIR filter repre-

in Fig. 6.4.
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senting the linear system with memory, the {ay;} are the parameters of the first
nonlinearity, and the {aq;} are the parameters of the second nonlinearity. Let us

assume that the same scheme is used for the compensator (echo canceller) as shown



The {ﬁj},{dli}, and {ag;} represent estimates of {h;}, {a1;}, and {ay} respec-
tively and obey the same relations given by Eq. (6.7).

Our objective is to minimize the mean square error ¢},

ek = Bller — &)°) (6.8)
A gradient search algorithm can be used where the instantaneous squared error is
taken as an estimate of the true square error. Then the gradient of the instantaneous
squared error is found with respect to {ﬁj}, {&1;}, and {aq}. It is easy to verify

that the following adaptation equations result

L-1 N-1
; ] s gl P
Qi k41 =015 k T 2[ Yo lagw for Y Rk af; ]rk i (6.9.0)
1=0 3=0 »
i=0,---,M—1
; ; ; £ 1]
hj k41 =hj K+ 2f; H[Z Lo, for, ]Tk vj (6.9.5)
=0
j = 0, e ,N -1
. A 31
Aol k1 =01 k +2 for, Tk & (6.9.c)
[=0,---,L -1
: I-1 A
where p, v, and ¢ tepresent the stepsizes. The summation » [ dgp, fé;l is the
=0

derivative of the instantaneous estimate of & as given in Eq. (6.7) (with yj, replaced
by ég).

A general study of convergence is highly complicated because }1 r and }2]9 are not
stationary (as the coefficients of the linear filter and the parameters of the nonlin-
earities are time varying). Furthermore the interrelations between the three sets of
parameters (first nonlinear , linear, second nonlinear) are nonlinear. In order to gain

some insight for the convergence, the following assumption is made.
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The parameters of the static nonlinearities and the coefficients of the linear filter
converge in stages so that when the parameters of the first nonlinearity begin to
adapt the linear filter has already reached its optimal value, and when the param-
eters of the second nonlinearity begin to adapt both the first nonlinearity and the
linear filter have reached their optimum values. From the adaptive point of view,
this can be seen as the result of selecting a much lower convergence speed for the
nonlinear parts of the system.

Under the above aséumption &y1; and &g can remain at their initial values while
the linear filter is adapting so that
ayp =1, a;; =0 1#£1 atk=0
a91 =1 , dop=0 l#1 atk=0
The advantage of using the nonlinear structure described in this section over a
general nonlinear filter, is that the former requires fewer coefficients than the lat-
ter. For example, if the Volterra series nonlinear filter was used to compensate for a
nonlinear channel as in Fig. 6.3, 2N coefficients would be required. If the new non-

linear structure is used N + M + L coeflicients would be necessary, where typically

M+ L<8.

6.4 Computer Simulations

The structure of Fig. 6.4 is simulated using the simulation model shown in Fig. 6.5.
The input data to the echo channel and the communication channel are uncorrelated
+1 values. The ratio of near-end to far-end signal power is 40 dB. The nonlinear
parts of the echo canceller and of the echo channel are represented by polynomials
of 37 order so that only second and third order nonlinearities are present. The FIR
filter consists of 10 coefficients. The communication channel consists only of a linear

part, represented by an FIR filter of 6 coefficients. The values of the tap coefficients
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and of the nonlinearity parameters are shown in Tables 6.1 and 6.2. Initially the filter
coeflicients for the echo canceller and all the nonlinearity parameters are 0 except &g

and &9 (the linear terms) which are equal to 1.

+1

NL,.. NLicah

\

I; | Adaptation I'—.FIReC “ FIR.cn

Y ¥
| NL;.. NLzech
- A_f.{\‘ _Gl,.)._ FIR.. |e—
‘V—‘F _I_ cc

ec=echo canceller ech=echo channel cc=communication channel

Fig. 6.5 Simulation model for the nonlinear compensator

ECHO CHANNEL
FIR
ho | hy | hy | hy | ha | hs | hg | hy | hg | hg
1.0 | 0.25 | 0.11 | 0.05 | 0.03 | 0.02 | 0.015 | 0.01 | 0.009 | 0.008

NL, NL,
@10 11 | Q12 | 13 | Q20 21 a22 az3
0.0 1.0 | 0.0 } 0.01 | 0.0 1.0 | 0.0 0.01

Table 6.1 FIR filter coefficients and nonlinearity parameters
used for the echo channel

- 96 -



COMMUNICATION CHANNEL
FIR

ho | hy | hy | hy | hy | hs

1.0 | 0.25 | 0.015 | 0.01 | 0.005 | 0.001

Table 6.2 FIR filter coefficients used for the communication
channel

6.4.1 Convergence Curves

The residual echo power to far-end data signal power Ri is plotted against the
number of iterations. Eq. (6.9) is used to adapt the coeflicients of the FIR filter
and the nonlinearity parameters (with p; = p, v; = v, § = £). Fig. 6.6 shows the

convergence curve obtained by using p = 0.009, » = 0.05 and ¢ = 0.009.

40

4 = 0.009
v = 0.05
— 0.009
20 ¢
0
—~
m
=
[ TR
8
40}
-60}
-80 N 2 N e A : N A N
0 4 8 12 16 20

Tterations x103

Fig. 6.6 Convergence curve for nonlinear echo canceller
(computer simulation)
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There are two phases in the convergence curve. The first phase is the time during
which the FIR filter converges and is characterized by the sharp decrease of Ri from
40 dB to about 4 dB. The second phase is the t‘ime during which the nonlinear
parameters start to have significant values so that they can influence the error and
eventually bring it to its minimum value and is characterized by the slow decrease of

R,Zc after about 300 iterations.

40 — v r T v - - - -

2o}

-60}

-80 " . " N A " A N .

2 4 6 8 10

Iterations x10°
Fig. 6.7 Comparison of linear vs nonlinear echo canceller

(a) Linear (v = 0.05)
(b) Nonlinear (g = 0.009,v = 0.05,¢ = 0.009)

For purposes of comparison, the evolution of Rz for a linear canceller is depicted
in Fig. 6.7 together with the one corresponding to the nonlinear structure. The
convergence curve for the linear canceller is implemented by making the stepsizes

used for the nonlinear parts p and £ equal to zero. Thus no nonlinear parts are
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present in the echo canceller structure, and the adaptation equation for the FIR filter
coefficients (6.9.b) reduces to the stochastic iteration algorithm. The stepsize for the
FIR is v = 0.05. The difference in the degree of cancellation achieved by the nonlinear
structure as compared to a linear structure is considerable.

To test the abilify of the echo canceller to adapt to changes in the echo channel
and to see if it converges to the same minimum point, one of the coefficients of the FIR
filter of the echo channel is changed. Fig. 6.8 shows the convergence curve obtained
when the coefficient hj is changed from 0.25 to 0.2. The change is made at iteration

30,000 and as it can be seen the canceller converges to the same minimum point.

40 .
= 0.009
v =0.05
¢ = 0.009
0
Ve
M
=
N _40 L
A n2
(Sof
—eo L
-120

0 ' 20 ' 20 ' 60 ] 80
Tterations x103

Fig. 6.8 Test of ability of echo canceller to adapt to changes in
the echo channel
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Chapter 7 Summary and Conclusions

7.1 Summary

This thesis has dealt with nonlinear adaptive filtering for echo cancellation and
decision feedback equalization. Four models have been presented, three for echo can-
cellation and one for combined echo cancellation and decision feedback equalization.
For the latter case, two more alternatives were suggested.

Chapter 2 described the sources of nonlinear distortion. The most important
sources are the data converters in the echo path and in the implementation of the
echo canceller itself, the transmitted pulse asymmetry, and the saturation of the trans-
formers. The exact placement of these sources depends on the ap»plication (digital
subscriber loops or voiceband data modems) and on the implementation of the>mo-
dem. In the case of voiceband data modems, however, the communication channel has
more severe nonlinearities than the communication channel in the digital subscriber
loops. The Volterra series expansion, being general in form, was found to adequately

describe most of the configurations encountered in practice.
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Chapter 3 examined the table look-up structure and its convergence character-
istics for the stochastic iteration algorithm and the sign algorithm. Although the
sign algorithm is simpler to implement, it results in a much slower convergence as
compared to the stochastic iteration algorithm. Also the sign algorithm is highly
dependent on the probability density function of the received far-end signal. However
even with the stochastic iteration algorithm, the table look-up structure has a much
slower convergence time as compared to a linear transversal filter (though the latter
cannot compensate for nonlinearities).

The adaptive reference echo cancellation scheme in Chapter 4 used a table look-
up structure for both the echo canceller and the reference-former. This scheme has a
much faster convergence than an echo cancellation scheme with only one memory if
the same steady state value is to be reached. It can also reach much lower steady state
values with the same convergence times as the one memory echo cancellation scheme.
New expressions for the convergence properties were presented. Two simple start-up
procedures, not involving transmission of an ideal reference or any other special action
on the part of the transmitting modem, have been demonstrat;ad by simulation. Both
methods achieve the same steady state performance in the simulations, although the
initial convergence for the two-stage method is faster. For this reason it may be the
preferred method, although the second method with the reference-former continually
adapting, may be slightly simpler. The associated convergence times, although some-
what longer than those of the ideal-reference start-up, are still much less than that
of the one memory scheme.

The adaptive reference-former was further exploited as a decision feedback equal-
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izer. Only simple arithmetic operations were needed due to the simple relation that
was found to exist between the memory contents of the RAM and the Volterra coeffi-
cients. The two other alternatives suggested were also based on the idea of combining
adaptive reference echo cancellation with decision feedback equalization. The alter-
native incorporating the reference-former and the echo canceller in a single nonlinear
filter requires the least number of éqefﬁcients. The choice among the three alterna-
tives will depend on the speed of operation, the complexity of the hardware, and the
need to deal with nonlinearities.

The combination of a linear FIR filter with the table look-up structure presented
in Chapter b is a different approach in reducing the convergence time of the latter.
From the simulations presented we have seen that the FIR filter is able to compensate
for the linear part of the echo channel with its characteristic fast convergence time.
Later in the process the table look-up structure takes over, reducing the mean square
error to a lower value by compensating for the nonlinear part. Two start-up methods
were also demonstrated in the simulations. The two-stage method is preferable due
to the need in practice for initial fast compensation of the iinear part of the echo
channel. An expression for the convergence of a linear FIR filter under a nonlinear
echo channel constraint was also presented.

The nonlinear compensator in Chapter 6 (nonlinear-linear-nonlinear) was the only
model not based on the table look-up structure. Its advantage over general nonlinear
filters is its simple structure and the low number of coeflicients and nonlinearity
parameters required (2V for a general nonlinear filter, N + M + L for the nonlinear
compensator where typically M + L < 8). The simulation results demonstrate that
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it is well suited for the compensation of a specific nonlinear channel. The FIR filter
can compensate for the linear part of the echo channel with a fast convergence time
and the nonlinear parts can compensate, at a lower rate, for the nonlinear part.
The adaptation procedure however is more complicated than the simple stochastic

iteration algorithm. Also the adaptive procedure might find local minima.

7.2 Conclusions and Suggestions for Future Research

In almost all the simulations (except in Chapter 6) the most general echo and
communication channels were considered so that the nonlinear adaptive filters can
compensate for general nonlinearities in both digital subscriber loops and voiceband
data modems applications. In the latter case the baseband configurations should be
extended to the passband with appropriate modulation techniques.

In general, the degree of cancellation required differs (1) for the reference-former
(2) for the decision feedback equalizer and (3) for the echo canceller. (1) requires the
least amount of cancellation and (3) the most. Taking this into account some reduc-
tions in complexity can be considered in the general models i)resented. For example,
the decision feedback equalizer configuration presented in Chapter 4 (alternative 0)
may need only the computation of N — 1 coefficients (instead of 28=1 in the worst
case) in the case of digital subscriber loops where nonlinear equalization is not so
important (in contrast with voiceband data modems). Also the reference-former can
use less memory than the echo canceller.

If nonlinear echo cancellation is to be avoided then some tradeoffs exist: (1) the

required echo canceller accuracy can be minimized by use of a selective termination
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for the hybrid and (2) the data converters can be designed with sufficient linearity to

allow a linear echo canceller.

We conclude that the choice of the optimum structure for any particular applica-

tion will highly depend upon such factors as

required number of taps,

necessity to deal with nonlinearities,
maximum allowable convergence time,
maximum allowable power consumption, and

available IC (integrated circuit) technology.

The specifications of the ISDN (requiring few taps, high dynamic range, and

low power consumption) make the table look-up structures serious candidates in this

application.

Other issues for further discussion could be (1) the combination of the DFE

structures presented with forward equalization and (2) the problem of timing jitter.

Timing jitter results in small variations in the sampling rate, which in turn cause

slow fluctuations in the sampled impulse response seen by the echo canceller (also the

impulse response seen by the reference-former). The faster convergence properties

of the two-memory structure and the combined structure may allow it to track and

compensate for this time variation more effectively.
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Appendix A. Convergence of the Two-Memory Structure

In this appendix we derive the convergence properties of the echo canceller that
has the two-memory structure (Section 4.1) and that uses the stochastic iteration

algorithm.

A.1 Convergence for the Echo Canceller (RAM1)

The adaptation equation for the echo canceller is given by
. . '
Eprl = €+ Ty (A.1)

where &, represents the output of RAM1 at time k. For a particular address ¢ (z =
0,1,2,---,No — 1) the contents of RAM1 are represented by &;,. If at time &, ¢ =1
then &, = €, and

éik —|— aCT;c 1. = l

We now make the following definitions

A ..
€16 = € — €k = €11k (A.3)

A .
€2,k = Up — Up = € i (A.4)

where 7, represents the output of RAM2 at time k and for a particular address
j (3 =0,1,2,---,Np — 1) the contents of RAM2 are ;. If at time k, j = m then
U, = Upg- The error signal for each address : of RAMI at time k is €; ; and the
error signal for RAM2 is € ;. The control signal used for the adaptation of both
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memories is given by
1 \
Tk =Tk~ Uk

:ek—ék—{—uk—’&k—l-nk (A5)

= €1k + €2,mk T Mk
Substituting into Eq. (A.2) we get
ek 1 #£ 1
& k+1 = (A.6)
&k + ag [fl,ik + €9 ik + nk] 1=1

Subtracting both sides of Eq. (A.6) from ey, noting that for a stationary channel

ep+1 = €k, and using Eq. (A.3) and Eq. (A.4) we get

€1,ik 1 # 1
€ k41 = (A7)
El,ik(l - ac) - acé2,jk TN =1
Define now
JARR .
El,ik = E[el,ik] 1= 0,1,2, v ,NC -1
(A.8)
A
€2,k = E[e%,k]
By squaring both sides of Eq. (A.7) and by taking expectations we get
: : : )
cri i = Pl A Dot Pli= D)1 - g P
2 2 2 2
+ aCE[e2’k] + al E[ng] + 2aCE[62,knk] (A.9)

91— ag)ag (Eler sea] + E[el,iknu)]

where P(-) denotes probability. For equiprobable addresses P(i = [) = 2%0 and

by assuming that the near-end data and far-end data are uncorrelated and that the

additive noise ny, is also assumed to be uncorrelated with the data, Eq. (A.9) reduces

to
2 o2
€1,i k+1 = ik Pc T 2_]\70;52,k + 2;0 Tn (A.10)

- 106 -



for: =0,1,2,---,No — 1, where

= ) E[3lP(l=1) (A.11)

Ng-1
= Y, aaP(l=1)

1=0

e 2 E[eik] from Eq. (A.11) and Eq. (A.10) we get

o? o?

2
€1,k+1 = €1,k Pc T 2TCC€2,k + a\r%an (A.12)

which gives the convergence equation for the echo canceller.

A.2 Convergence for the Reference-former (RAM?2)

The equations governing the convergence of the reference-former can be derived
in exactly the same way as for the echo canceller. Thus by interchanging eq ; with
Eg.ks @c With ap, and N¢ with Np in Eq. (A.12) we get the following equation for

the convergence of the reference-former

a2 a2 9
E2,k+1 = €2k Pr T 2TRR€1,k + 2—]\%% (A.13)

where

ap(2— ap)

pR:]'_ 2NR

- 107 -



A.3 The Steady State Mean Square Error

We wish now to find the steady state mean square error €1 oo. Define a two

dimensional state vector,

A a [el,k]
B lea

Then equations (A.12) and (A.13) can be expressed in a matrix form as in Eq. (A.14).

A1 =BA,+C (A.14)
or
(12 az
: 2
[El,k—}-lJ _ pg e [el,k] n 2_1"55‘771
€2,k+1 °r €2,k g 2
If Eq. (A.14) is iterated we get
k-1
A, =B*A,+ Y B'C (A.15)
1=0

It should be noted that B is independent of the echo channel and communication
channel impulse responses.

The steady state value is given by
lim Ay = (I-B)~!C (A.16)
k—oo

(Lis the identity matrix). From Eq. (A.16) we can find €7 o, and this is equal to

2

QeOy

€l,o0 =
! 2— o, ~ ag

The transient term B¥ A involves the k** powers of the eigenvalues {\} of B. It will

converge to zero if all eigenvalues are within the unit circle. Its rate of convergence

is governed by the largest eigenvalue.
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Appendix B. Relation between the Memory Contents of
the RAM and the Volterra Coefficients

In this appendix we find a new representation for the input/output relationship
of a nonlinear channel in the case of binary signals. This representation will lead to
the relation between the memory contents of the RAM and the Volterra coefficients.

Let us assume that the nonlinear channel can be represented by the truncated

Volterra series expansion as follows

N-1N-1
+ Z h bk 1 + Z Z hl]_lgbk Zlbk 12
’L1—0 1,1 01.2 0
= (B.1)
DR Z i) s by b

21—0 ln——O

The factors A(?) , hgl), h(ll), ... represent the Volterra coefficients, b, are the input
data symbols to the channel, and the u; are the output data symbols. In the case
of binary signals a finite number of coefficients is required to represent the nonlinear
signal uj, (this is also true for any case where there is a finite number of possible
transmitted signals). This is demonstrated by an example and then the results are

generalized.

B.1 Example

For the case where N = 2 and n = 3 Eq. (B.1) reduces to
u = KO 4 1Vby + b,

2 2 2 2

+ hgo)bkbk + hg:l)bkbk—i + h(ll)bk—lbk—l + h(lo)bk—lbk
N ST X G W S ST X C) N S S SIS LCON S Sy
000k VK 0K 0019 %%k -1 010Yk%k—1% 011kk1k1

+ h(lo)oblc—lbkbk + h(lo)lbk—lbkbk—l + h(ll)obk—lbk—lbk + h(11)1bk—1bk—1bk—1(B |
2
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It is now convenient to use the fact that the Volterra coefficients are symmetric
functions of their indices. Thus the complexity of Eq. (B.2) is reduced since we group

together terms differing only by a permutation of their indices (for example byby_q

and by,_1b;). Then Eq. (B.2) reduces to

ug, = KO + 2Vby + 1{b,
+ 182+ kDb g+ m 82 (B.3)
3),3 3) ,2 3 2 3) .3
+ h(()O)Obk + h(()O)lblcbk—l + h((n)lbkbk_l + h(ll)lbk—l -

For b, = +1 the even powers of by and bj,_1 are +1 and thus their Volterra coeflicients
can be combined with h(o) to form the constant term. Also the odd powers will take
the same values as by, and by_; and their Volterra coeflicients can be combined with
those of by, and by_ 1. Thus we get Eq. (B.4) where the combined % coeflicients result
to a new coefficient g (the letter g will from now on be used to represent the Volterra

coefficients in the new representation)

u = g\% + g(()l)bk + ggl)bk—l + 9Py (B.4)

If N =3 and n = 3, u;, is given by

1 1 1 2 2
u, = g + gty + g1Vby g + g} )bk—2+g(()1)bkbk—1 + g4 brby—

(B.5)
2
+g§2)bk—1bk—2 + gyl _1br_g -

In the case where N = 3 and n > 3 the expression for u; is still the same as in
Eq. (B.5).
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B.2 General case

The above results can be generalized to the N th case

u = f(bgybg—15-- 2 0k_Ni1)

0, < (1) R
=g+ 3 g i+ Y 933y Ok iy bk—iy + -
=0 171
N-1
N-1
e+ > gz(1 iz___)iN_lbk—il bp—iy - bh—iy_, + g bpb 1. bp_na
i1 #1FIN o

(B.6)
The total number of terms can be obtained by observing the number of combinations

of N bits taken M at a time (M = 0,1,---,N). Thus the total number of terms in

Eq. (B.6) is

N (N N N!
= (M) = L W - 2t | (B.7)

which is finite (22 = 4 for Eq. (B.4) and 23 = 8 for Eq. (B.5)). It should be noted
that Eq. (B.6) represents the most general case and that its depended only on N (the
memory length) and not on n (the order of nonlinearity). Depending on the value of
n, in practical situations, some terms of Eq. (B.6) may he zero and thus less terms

would be required. Two cases can be distinguished

oV n>N
number of terms in Eq. (B.6) =< n /px (B.8)
(M) n<N
M=0

If the table look-up structure is used to form the value of uj, then 2V memory
locations are needed which will be addressed by N bits. In the case where bj, = +1 the
relation between the contents of the memory of the RAM and the Volterra coeflicients
is found by assigning all the combinations for by,b;_1 and by_5 in Eq. (B.5) (or in
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the general case by assigning all combinations of by, bg_1,---,br_n 1 in Eq. (B.6))

which in matrix form is

_9(0)-
[ f(-1,-1,-1)] [1 -1 -1 -1 1 1 1 =1] gél)
F(=1,-1,41) 1 -1 -1 1 1 -1 -1 1 (1)
f(=1,+1,-1) 1 -1 1 -1 -1 1 -1 1 9%1) |
f-L,+,4)] 1 -1 1 1 -1 -1 1 -1 95 (B.9)
f+1L,-,-1)f 1 1 -1 -1 -1 -1 1 1 g((ﬁ) ‘
f(+1,-1,+1) 1 1 -1 1 -1 1 -1 -1 2)
F(+1,+1,-1) 1 1 1 -1 1 -1 -1 -1 ggg)
| f(+1,+2,+1)) 1 1 1 1 1 1 1 1 912
g0

where f(by,br_1,b,_2) represent the contents of one of the 8 memory locations of
the RAM. The address isrspeciﬁed by bg,bg_1, and by_o. This matrix is orthogonal -
and its inverse can be found very easily (actually the inverse is its transpose with all
the terms multiplied by 0.125).

From the above analysis is concluded that the memory contents of the RAM can

be found from the Volterra coefficients and vice-versa.
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Appendix C. Convergence of a linear FIR filter under a
Nonlinear Echo Channel Constraint

In this appendix we derive the equation governing the convergence of a linear FIR
filter under a nonlinear echo channel constraint.

First we make the following definitions

A T
ary = (Qg, -1, " » Gh—N+1)

A T
agy = (apag_1,050, 92, ;0% 1+ -Ck_N+1)

T
g1 é (g(()l)?g:([l)f o 795\}?_.1)

T

() (2) (2) g(N))

A .
g2:(g 2901902 5" " >

A T
hk = (h0k7h1k7 Tty hN—lk)
The dimensions of the above vectors are

ajp =< N > linear transmitted data vector

agy =< 2" _ N > nonlinear transmitted data vector
g1 =< N > linear Volterra coeflicient vector

go =< 2¥ _ N > nonlinear Volterra coefficient vector

h;, =< N > FIR filter coeflicient vector

We assume that the stochastic iteration algorithm is used for the adaptation of the

filter coeflicients which uses the following equation
hy i1 =hp+2 ap rp ay (C.1)
where
Tk = ek — € + U

and oy, is the stepsize.
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Using the above definitions the error signal is equal to

. T T T
er — e =ajpg1 + ay,g2 — aj;hy

(C.2)
T T
=aj(g1 — hy) + az82 -
By denoting ¢, as the mean square error we get
A \2
ex =E|(e — &)
(C.3)

_ Bl (g1 - by) + alyeal”] -

After some vector algebra and by recalling the assumptions about the statistical
independence of the data symbols {a;} and about the statistical independence of ayj
and hy, Eq. (C.3) reduces to

ex =E[(g1 — hy) (g1 — hy)| + E[g2" 2]

=€1k Tt €2k

where

ek =E|(g1 — ) (g1 - hy))]
eor =F|g2"g2) -

From Eq. (C.1) and Eq. (C.2) we get

T T
hy, = hy_; + 20a15_1 [a,_1(81 — hg_1) + a3, 82| + 2021wy - (C.5)

Substituting Eq. (C.5) into Eq. (C.4) we get the following expression for the mean

square €rror

ex =(1 — 4o, + 4aZ N) [E (g1 — hy_1)T (g1 — hy_1)] + E[nggz]] (.
+ 4a§ Naz +4o, E [nggz] .
From Equations (C.4), (C.6) and by noting that E[nggz]: g2Tgo we get the

following iterative equation for the mean square error

er = (1 — 4o, + 402 N)ep_y + 402 NoZ + da,(g27g2) - (C.7)
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From the above equation we can also get the expression for €1 which represents the

mean square error for the linear part of the channel only.

e1p = (1 - day + 402 N)egp 1 +4a2 N (o2 + g27g) .

(C.8)

By defining RI% as the ratio of the residual echo power to the far-end signal power,

A Ef
RiZE
k J%
and G as
A
G = (g2"g2)

from Eq. (C.7) we get

o sl NG apN 6ol
P T T e N) | T AN
where

p 2 (1 4oy +402N) .

(C.9)

(C.10)

(C.11)

Eq. (C.11) represents the convergence equation for a linear FIR filter under a nonlinear

echo channel constraint.
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