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Abstract 

There ha.s been an ongoing effort to achieve very high quality speech coding at 

medium transmission bit ra.t.es. Consequentlj~, the TIA has chosen the Vector Sum 

Linear Predicti\~e (VSELP) implementation of an S kb/s coder to be the standard 

for North- American cell u1a.r digital telephony. However, it was only recently that,  

in view of the increaaecl resea.rch focus on de1:eloping toll-quality speech coding a t  

such bit rates, the CCITT has imposed a set of specifications for standardizing low- 

delay coders opemting at S kb/s. The Low-Delay Code Excited Linear Predictive 

(LD-CELP) suggested by Chen is presently the only potential candidate for CCITT 

standa.rdiza.tiou, a.cliie\:i~ig a. one-way coili 11g de1a.y of 10 ms. However, just like the 

VSELP coding a.lgorit.lim. the 8 lih/s LD-C'l3LP version does not quite yield toll- 

qua.lity reconstr~~cted speech. Tlie pllrpose of the work in this thesis is to establish 

the minimunl recluirerne~~t-s for a, coding struct.ure capable of genemting toll-quality 

coded speech a.t, 8 kb/s. Tlie purpose of t.llis thesis is to show that,  by slightly 

relaxing the cocling c1ela.y const~raint, pe~cept~ua.1 enhancement techniques yield toll- 

quality coding after reclcsigning a.nd fine-t.uning the optimization and quantization 

procedures of a C!EI,P coder. 

Issues in forward aclapt,ive lineal. prciliction analysis such as windowing and pre- 

diction order a.re st,udietl. Once a suit.ai)lc ana l~~s i s  method is chosen, the attention is 

directed towa.rc1 the iluant imtion ol t l ~ e  TAP(:' panmeters. With transparent quanti- 

zation of those pa.ra.mete1.s I~ciug a. must. for toll-quality coding, an LSF split vector 

quantiza.tion scheme endo\vcd n:it.li an improved perceptual distortion mea.sure over- 

comes the challenge. .Joint optimization ol the C'ELP synthesis parameters is then 

shown to yield irnpro\.ecl rcwlts when compa.setl to the usual sequential approach. 

Due to the limitcd hit resources for q~~a.nt.izing the synthesis parameters, a performant 

gains (pitch and co<lelmol;) vect.or clunnt.izer is developed. Nevertheless, perceptual 

enhancement t,ecllniclues of the cotlctl speech qua.lity rema.in the major contributors 

to boll-qualitmy coiling. Tllc, spwcll pc.riotlicitj~ is improved by both increasing the 

resolution the t, he long t.c3rln preclict or clcla!,s a.n tl IIJJ combining the spectra.1 noise 

weighting w i ~ , l ~  a 11 acla.pt,i\.c I~arnio~lic \vcigl~t.i ng scheme. Coclecl speech quality com- 

parable to that. of a. 7-bit. log P('AI is Ilo\vc\w only a.ttained with the introcluction of a 

clelayed-decision coiling t.(d111i(11w, PS t(v~(ling the C'ELP parameter selectlion process 

beyoncl the s~~hrrarnc  I ~ I I I I ~ ; ~ . I . ~  \ v i l . l ~  rlo cst ra. COSI. in cocliug <lela,y. 



Beaucoup d'efforts ont c ' t 4  dernikrement a.ccumulks a.fin d'obtenir un systkme de 

coda.ge de la. parole cle t,~.i.s 1ia.ute .clualit6 opkrant & taux moyens de transmission. 

La TIA a ainsi select,ionn6 la. version VSELP d'un systkme de codage d'un taux de 

8 kb/s comme st.a.nc1a.rd potlr la t614phonie cellulaire digitale en Am6rique du Nord. 

Mais ce n'est clue rPcemmcvt, B ca.use cle l'a~ugmentation de l'inter2t que porte la 

recherche & 1'acc.omplissement d'une qualit6 tdPphoniclue cle parole cod& & de tels 

taux, que le CCITT a introtluit un ensemble cle sp6cifications pour la standardisation 

de systkmes de codage cle petits retards & des taux de S kb/s. Prkentement, le seul 

candidat potentiel clui se confo~we aus  rccommenclations du CCITT est le LD-CELP 

sugg6rk pax C!hen, avec un let ard tle cotlage uniclirectionnel de 10 ms. N&nmoins, 

la version du LD-CELP opckml. i S I;l)/s, tout comme le systkme VSELP, n'atteint 

pas encore la clua.lit.h t.4li.pl1onicl11e. T,'ol,ject.if (le ce mkmoire est de montrer qu'en 

assouplissant les con trai nt.es i m p o s k  sur la clurbe clu c16la.i de codage, des techniques 

de rehaussement percept.ucl cle la. cltialit.6 peuvent engendrer un codage de qualit6 

t616phonique a.u terms cl'une nouvelle concept.ion et cl'une fine mise au point des 

procCdures d'opt.imisa.t.ion et cle qua-n ti  fi ca.tion d'un systkme de codage CELP. 

Plusieurs su.jets concer~iallt l'a.nal~.se pr6clictive linkaire adaptke de mani6re di- 

recte, tel le chois clc fe11i.t ITS et cl'orclrc tle pr6tliction, sont soulev&. A l'issue d'un 

choix judicieus cle la, m6l.l1ode tl'a.na.1~-se. 1'a.t.tention est redirigke vers la quantifica- 

tion des para.m&tres TAP('.:. ( ins qua.nt.ifica.tion transparente de ces paramktres &ant 

de rigueur pour obtenir ii~ic ~~t1i\lit,6 t.d6pl1onic~tle. un quantificateur vectoriel partagk 

des para.mktres LSF se r6\+le 6 t . 1 ~  a. 1;). Ilaut.eur clu cl6fi. Une optimisa.tion conjointe 

des pa.ra.m&res cle syntl~ksc~ (111 systbme C'ELP est ensuite pr&sentke, exhibant une 

meilleure perfornia.ncr~ quc I'a pprocllc si.cl~~(-w ticlle ha.l)ituelle. Une structure de quan- 

tification vectoriclle cles p i l l s  (clu t'onc1ilrnenta.l ct tlu dictionnaire) est construite, afin 

cle detourner les limites ilill)os&s par I'i~~suf-fisa.~~ce du  nornhre cle bits disponible. Les 

techniclues cle ~~eha.ussc~mc~~t. ~mwpt.uc\l clc la. cl~ia-lit6 restent nkanmoins les raisons 

lnajeures cle 1'ohtent.ioli tle ~);)l~)le cotlGi. tle clr1alit.4 t.klt+honic~ue. La p6riodicit6 tle la 

parole est accent.r~i.e pa.1. l'a.~~gnlc.r~t,i~l ior~ (I ( .  la. ~&olt~tion du dd1a.i du filtre de prediction 

& long terme, et pa.r I ' i~<l,io~~c~.io~l t l 'u i~c ,  ~ ) r o c d u r e  de  pondbration harmoniclue a.clap- 

t-ative cle l'erreur clc t l r ~ i l ~ ~ t  i f i ca .~ ioi~. I ! I I P  q ~ ~ a , l i  t,6 de pa.role compara.l~le & celle d'un 

s y s t h e  7-hit log P(:hl n'c.st [ i~~i l lc '~ l i (~~~t  ~ I I I C I I I I C  qu'a.vec l'introduction cl'une tech- 

nique tle codagc k. rli.t.isio~~ I V I  artl& a11 t l c 4  k clcs 1irnit.e~ cl'une sous-fenetre cle parole. 
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Chapter 1 

Introduction 

Digital coding of speecli s ig~~a l s  is ]wing increa.singly used for tra.nsmission of speech 

over long dista.nces. The most. stsaigllt.Sonvarcl \my of carrying out such a. coding sys- 

tem is to sample the speech signa.1 at. a fisecl rate and assign to each sample value a 

binary number. From the \\ell-Iinoirn sampling tlieorem [I], one can recover the ana- 

log signal exactly from the ahow cseatetl digital signal if the original analog speech 

signal is bandlimited to a.t most half the sampling frequency [2]. The advantages of 

such a digibal represent.at.ion of speech signals is t,he ease of its manipulation, of its 

regenerative a.mplifica.tion and t lie lack of significant degradation during transmission. 

Some undesired clist.ort,ion. c l w  t.o t.he t ransmission channel, can however affect the 

perceived qudity of the spew-11 signa.1 at t.he receiver end. Reducing the distortion 

requires often increasing the hit ra.te w11ic.h result,~ in higher transmission bandwidth. 

The choice of hit ra.te does not. only tlepcntl on  handwidth constraints, but also on 

transmission cost. Cheap copper wircs ant1 optic fibers allowing larger bandwidth 

in terrestrial comrnilnica.t.io~~ networks (sucl~ a.s the telephone network) have handled 

well rudimenhry amplit,i~tle compression t.ecllniques. However, with the introduction 

of mobile telephony a.nd satellite cornmr~nications, banclwidth restrictions have ac- 

quired a grea.t,er importa.nce. Tliis. of cousse, ha,s led to the development of more 

sophisticated techniques Sol I)it  ra.t.e seduction. The tracleoff between bit rate and 

coded speech cli~a.lit\. is st.ill tihe ma.ili issue. in the speech coding research area, while 

other problems si~cll as coll~p~lt,at ional complexity a.nd red-time implementa.tion are 

next in line. 



Speech is commonlv sa~npl(d  a t  eil.ller 8 kHz or 16 kHz. Prior to obtaining the 

first sampled version, the origina.1 speech wa.veform is lowpass filtered. to guarantee 

a, bandwidth of 0-3400 Hz. The 8 kHz sa.mpled speech is then known as narrow- 

band speech. For the secontl sampled version, the speech working bandwidth before 

sampling is limit,ecl to 0-7000 Hz, in wliich case the speech is known as wideband 

speech. Narrowba.nd speech preserves the structure of the first three, possibly four 

formants (resonances), a.nd thus the essentia.1 characteristics of the speech signal. 

Wideband speech ca.n acco~notla.te u p  t,o seven formants which guarantees a clearer 

audible speech quality. 

Measuring the speech quality has a.1wa.y~ heen a difficult problem. While some 

rely on objective memuses s l ~ c l ~  as t.lie Signal-t,o-Noise Ratio (SNR) and the segmental 

SNR (segSNR.), other tlcfi~~ilel!~ prel'cr si~I)ject,ive measures of which the most common 

is the Mean Opinion Scorc (hTOS). Tile MOS clua.lity measure is a subjective rating 

between 1 and 5, from unacceptal~lc to escellent, going up the scale. High-quality and 

near-transparent attributes a.re given to speecli scoring above 4.0. Neturork quality 

often replaces the tern1 nea.r-t.ra.nspa.lent qua.lit,y in Low-Delay coding applications. 

Other terms a.re often used t,o clria.liF\. speech. Toll-quillit3 or telephone quality for 

example denote na.rrowl~a.nd speech n.it.11 no perceptible noise, similar to what is 

heard over telephone net,worlis. ('mn ,nv.r, icrr f ions quality is an attribute to speech with 

perceivable c1istort.ion hri t I~igl~ly in1 clligihle, scoring around 3.5  on the MOS scale. 

Synthetic quality is ~ ~ s c d  Sol unnatural sor~ncling speech hut still highly intelligible. 

Resexch in speecli coding focuses on either nlinimizing the perceived distortion 

of the reconstructed speecl~ signal (at. the decoder end) at a given bit rate, or to 

minimize the bit. ra.te at. a, given dist.ort.ion. Two classes of coding systems can usually 

be discernable: w i ,  I!( for-ni codr I S  an cl source coders. Waveform coding is a sample- by- 

sample based proceclr~re. \ v l ~ c w  t l ~ e  co(lcd signal tries to match the incoming signal as 

accurately a.s possible. Sousce coders exploit, the human speech production mechanism 

a.nd the human a.utlit.ory s!.st.cam. Sue-11 cotlers derive a speech model cha.racterized 

by key parameters which are t.sansmit tcd tlo the receiver so that t h e  speech can be 

reconstructed using the ~ 1 1 1 ~  1110t1(4. I?\.aluation of the coded speech quality is more 

perceptually justifictl. as  s ~ ~ I ~ ~ ) I ( ~ - I ) ! ~ - s : ~ I ~ I I ~ I ~  seconstruction is virtually impossible in 

t,his class of coders. I l o w c \ ~ ~ .  large hit ~.ilt(' reductions are possible in source coding 



while mainta.ining a. given percept,ua.l qua.lity. I n  effect, i f  t,he speech production model 

is considerecl, some pa.ramcters that cha.ra.cterize the model might have a limited 

dynamic range or vary slowly with time. Fewer quantization levels, less frequent 

updates and interpolation IAween successive time intervals, all allow bit rate savings 

if those parameters are sent to the receiver instead of the quantized speech signal 

itself. On the ot,her ha.ntl. given a certain bit rate, the perceptual quality of the 

coded speech ca.n be clrama.tica1ly improved i f  the properties of the human auditory 

system a.re esp1oitt.d. The most common perceptua.1 improvement technique is the 

inclusion of spcctrcd rnnskiny in the distortion criterion [3]. The masking phenomenon 

is a well-known property of the auditory system. Since the ear is less sensitive to 

distortions locat,ccl i n  thc l1igl1 cviergy rcgions of the speech spectrum, most of the 

quantization noise ca.u be n~ovetl to less critica.1 regions of the coded speech spectrum 

if the distortion criterion is a,l,l,rol,t.i;l.t,t>Iy nioclifiecl. 

A coding syst,eln relying on a. protl~ict,ion model lmsecl 011 the physiology of the 

human speech orga.ns 11a.s been proven to offer high quality reconstructed speech 

with substanbia,l bit ra.t.e economies. It is useful however, before setting the scope 

and requirements of t,he desired opt.imal coding system that makes the object of this 

thesis, to give a genera.1 overview on the performance of the existing coders and the 

scheme the stancla.rtliza.tion process is following. R.ough estimates of bounds bit rates 

can attain in speech cocling ca.n he cleri\wl. Defining the upper bound for the bit rate 

required in speech t,ra.nsmission is ecl~~i\-a.lent> to determining the maximum ra.te at 

which informa.t.ion can I>c t,ra.nsmit.t.etl in  a. sigi1a.l having the same bandwidth as that 

of toll-clualitv speecl~ a.t, lo\\. noise levcls [ . I ] .  T l ~ e  validity of such an equivalence stems 

from the fa.ct, that t,lw t'ransl~~ission of speech implies the tra.nsmission of information, 

with the a.cldecl assilmptiorl that each syml~ol is independent of the other symbols 

being transmit.t.ed (t.lie st-.ruct.ure ol' t l ~ v  signa.1 is ignored). The ba,ntlwiclth of speech 

over the telepllonc~ ~l(~t\\.ot.li. clerlotcd I)!. 11;', is of 4 kHz,  and the slight distortion 

is assumed to Iw due t.o \ \ . l l i  1 . c ~  c~dtlit i\.c. C:aussia.n noise. With am SNR. of 30 dB 

corresponcling t,o sul)jcct i\.c.ly c ~ c ~ l l c n t  speech qmlity, the ratio of the average power 

of the speech sigl1a.1. P. 1.0 t l lc.  I)o\ver ol' l.lle a.tlclitive noise, G ,  is P/G=1000. The 

classic pa.per 011 111 f ; ) l ' l ~ l i \  t . i o ~ ~  Tl~(wry I)!. Sliilti no11 [Ij] provides the mean to compute 

the maximum i l l  l'orma.t.io11 1.i) t.cs (-' ~ v l ~ i c l l  cr7.11 l)e clecoclecl from the signal containing 



the a.dcliti\re noise: 
P 

C = I.l'logp(1 + -). 
G (1 1) 

Hence a coding system ca.pa.l~le of yielding reconstructed speech at such high quality 

is likely to operate at hit rates around this inforn~al bound of about 40 kb/s of 

information rate. R.emembering that the structure of the speech signal was not taken 

into considera.tion, it is in fa.ct possible to do significantly better by exploiting the 

correlation among adjwent samples in the sampled speech signal. 

On the other hand, in deriving the informal lower bound on hit rates, the signal 

structure must be overestimatecl. However, since the information rate computation 

becomes much more complicatctl n7it.h t h e  received symbols being interdependent, an 

alternative estirna t.ion met hod is propowcl in Iileijn's work [4]. If English speech is 

considered, t.he speech signal can be t1cscril)etl in terms of a sequence of high level 

linguistic symhols, known as plionemes. indepenilent from ea.cll other. Spoken at a 

rate of about 10 phonemes a, second, a, set of 42 phonemes constitute the entire lan- 

guage. The informa.tion cont.ent per phoneme is a.pproximately of 5 bits, in reference 

to a table of the relative prolml)ilit\: of t,lie occurence of the phonemes, which yields 

an information rate of 50 I>/s. TTowever. in such a lower bo11nc1 estimation, only the 

phonemic infornmtion is consitleretl. which res~ilts-in a loss of the speaker identity 

(intonation, ra.te of speaking, et,c ...). 

As depicted in Fig. 1.1. t lic current performance of speech coders is given as the 

operating bit r a k  versus t 11e sul~jcct i1.c VIOS scale. The conventional Pulse Code 

hodulation ( PC'hI) wi t:ll p-1;1\~ or A - l a ~  compa.ntling schemes a.re currently common- 

place in the telephone net.\vorli, opcrat.iq a.t. a. bit ra.te of 64 kb/s, approxhing indeed 

the estima.tet1 upper limit of -10 I;b/s. F'cw a.ssumptions on the speech signal struc- 

ture are ma& in  t , l l c w  non-r~niforni clnant,iza.t,ion schemes, known as log-PCM since 

the quantizer levels arc. logi~rit.l~n~icalIy tlist.ril>~~t.ecl. Exploiting the reclundancies in 

the speech signal. wa.w:for~l~ cotlcrs allon. signi fica.nt bit savings at the cost of an in- 

troduced cocling clclay. wliilv p w w r v i ~ ~ g  \'cry high speech quality. Differential P u b e  

Code M o d d ~ ~ k i o r ~  (DP(.'AI) ar~d , . l r l t r p l i r ~  IlPC,'\/ (ADPCRI) schemes belong to the 

set of c1ifferentia.l cotlcrs. a S I I I ) C . I ~ I S S  01' \vavchm coiling. In t.hese schemes, a pre- 

dictor filter est,il~iatcbs tlw ~~l)coliii~ig spwc11 sa.mple to he rec.onstructecl. The actual 

difference I>etn.c.c~~ 1 1 1 ~ .  o r ig i~~ i~ l  ~ I " ( Y ' I I  si~tiil)le a.11~1 the estitnatcxl speech sample is 
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Figllre 1. I : ( '~ r re i i t  performance of speech coders 

quantized, a.nd the coding sclicme 111ight. incorpora,te cjua.ntizer level and gain adap- 

tation techniques. As a res~~lt , ,  rocling rates clown to :32 kb/s are capable of yielding 

the equiva.lent, toll-qua.lit,y of Ci-l kh/s log-PCM coders. As the bit rate in Fig. 1.1 

is decreased, the efficienc~. of ~)ercept.ua.lly-weighted waveform coders becomes more 

apparent when corn pa.recl t:o t:he si rnpl(\ cla.ss of waveform coders. By appropriately 

modifying the error crit.erio~~. t 11e clist,ort.io~l is elisplaced to high energy content regions 

in the frecluency spcctrlln~ and t.llus rcwtlerccl less a.ucIible. Exploiting this property 

of the human a.utlit.or\r systcwi inlprovcs t.he subjective climlity of waveform coders in 

a.11 l~andwidth const.raird applications. The other class of coders formed by vocoders 

a.llows substant.ial l i t  rat(. savings !)\I (lispensing the speech residua.1 waveform (the 

speech signa.1 t.1ia.t is Icl't. o \ ~ r  i l f ' t . ~ ~ .  all ~~cclu~itla.ncies relnoval) fro111 transmission, but 

pa.y the price i l l  clua.lit.\.: I l ~ c  iiil.t.i~~.ii~~('ss ol' toll-cli~a.lity in vococlers ha.s not been 
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Figure 1.2: Digital telephony standards [6] (CC1TT:Consultative Committee for Tele- 

phone and Telegraph, GSIT: Group Special Mobile, CTIA : Cellu1a.r Technology In- 

dustry Associa t,ion, NSA: Xa t ional Security Agency) 

reached yet, a.nd only hybrid moclels coml,ining waveform coding and vocoding have 

attained com~~~u~~ica . t . ion-c~ua l i ty .  Vocotlers in effect rely on speech-specific models, 

exploiting the us11a.l reclunclancies and t,ra.nsmit a.lmost all the side, information used 

by waveform coders (pitch . voicing, formants, etc. ..) but lack the essence of speech 

contained in the resiclua.1. Ea.rly vocotlcrs were based on transformations between 

time and frequency doma.i~~s like ,-lrlrLpti,rw Trnusjorm Corling (ATC) and harmonic 

coding. The recent yea.rs, howe\:er. ba\.e witnessed an increased dedication toward 

Linear Predictive Coding \.ocotlcrs. nrl~icll \ \ r i l l  be the object of the next chapter. 

The goal of achieving toll-qualit.?. cocliug schemes has been attained so far by 

coders operating a.t hit. rates sta.rt.ing Sl.orn 16 kb/s and up. As can he seen from the 

summary of the current s h ~ k  ol' cligit,al t,clephony standards in Fig. 1.2, the CCITT 

has standardized the 6-1 kh/s log-PC\I a.ncl t,he 32 kb/s ADPCM (G.721) coders 

encountered previously. Rcccntly. t.hc T,ow-De1a.y 16 kb/s high-qmlity coder based 

on linear prediction t,ecliniclws 1la.s a.lso Iwcu stantla.rdizecl. 

As expected, t,he nest. C'CITT aim is t.lic a.cllievement of nea.r-transparent quality 

cocling a.t S kh/s. Ta.l)lc 1.1 s~~rnn~ar izc~s  t,he CUTT specifications: for the S kb/s 

stancla.rcliza.t,ion. 'L'Ii(~ lo\v-t1cla.y lwli~irement is sornewha~t more loose than the 

2 ms objective of t,I\c Ili I;l,/s C(-'ITrl' sta.ncla.rel, I>ut is still very dema.nding when 

compa.red to existing I1 igli-qr~ali t.y S Iil>/s corlcrs. recording cocling delays lxtween 16 
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ms and 20 ms. Some ot' t l ~ e  rc.qrtirements in Table 1.1 can vary depending on the 

coding application. C)hanncl error rates can be much more severe in Mobile Radio 

or indoor wireless applications. The only present candidate for the S kb/s CCITT 

standardization is a Low-Delay Coclc-Excited Linear Predictive (LD-CELP) coder [7]. 

The work in this thesis is cleclicated toward the achievement of toll-quality speech 

coding at S kl)/s. The  nea.r-toll quality barrier has already been crossed by two ver- 

sions of linear prediction Imsed a.nalysis-by-syntl~esis coders: the Vector-Sum Excited 

Linear Predictive (VSELP) coder [XI] and the Low-Delay Code Excited Linear Pre- 

dictive (LD-CELP) coder. Both coders regist,ered scores around 3.95 on the MOS 

scale [7,29]. Toll clualit,y \\.as previol~sly clefinecl to describe reconstructed speech 

scoring above 3.0 in mea.n opinion. perccpt.ua.lly comparahle to 7-bit log PCM coding 

quality. Before fullfilling a.ll the requitmnent~s of Ta.ble 1.1, it seems fundamental to 

reach toll-quality at  an opera.ting rat,? of S lib/s with no restrictions on the coding 

delay, the computatriona.l co~nplesit,y or a.ny other issue relevant to real-time hardware 

implementation. However. some of the a.l>ove mentioned issues. will be discussed. 

The  next chapt.er st,rongly a.rguments t.he fact that  the CELP coding algorithm 

is the most qualified ca.ndiila.t.e for unclert,a.Iiing such a. challenge. Starting from the 

foundations set I)y a convent.iona1 ("ET,P coder. a.11 of the components will then be 

redesigned and ~pt~irnizctl  tit11c.r inclivitl~~aily or jointly depending on their subjective 

and objective perforn1a.ncc.s. 1)ct'ore Iwing integra.t,ecl in the coder. Quantization pro- 

cedures for t.he predict.io11 paranlctcrs. the esci t ~ t i o n s ,  the gains and the pitch lags 

will all be a.cltlressetl. Perccpt id  \veigllting techniques a.ncl subtleties enabling the 

coder to bridge the ga.p I~cl \vceu com~~iunica.tioli-cluality and toll-quality speech will 

also be descrilml. It will I ) ( .  c1ca.r that. finer quantization of the coder parameters is 

not sufficient t,o obtain lhe ~ ~ - . s r ~ l t s  sot~gl~t.  aft,er. Techniclues enl1a.ncing the perceptual 

quality of the reconst.~wct.ctl spcc.cIl 1)). c i t . 1 ~ ~  ma.sking or removing the ol~jectionable 

distortions seem t.o be t.llc. ~ m t l l  to follow. 
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1.1 Organization of the Thesis 

With the ultimate aim of implementinga toll-quality speech coder operating at 8 kb/s, 

the present thesis is structured as follows. The various components that constitute a 

CELP coder are separately considered and either redesigned or fine-tuned, then they 

are assembled in such a wa.y to operate efficiently in the whole coder environment. 

Chapter 2 reviews the theoretical background of linear prediction and introduces 

the basic concepts of analysis-by-synthesis lmsed linear predictive coders, the general 

c1a.s~ t o  which t,he CELP coding algorithm l~elongs. The quantization of the LPC 

parameters is a.ddressed in Cha.pter 3, where an efficient LPC parameters vector 

quantizer opera.t,ing in t.he 1,ine Spectra.1 Fsecluencies domain is detailed and evaluated. 

Pitch prediction t,echniques a.se in\wtigatetl in C'hapter 4. Extensive comparisons 

hetween various pitch a.nd cotlel>ook pa.r;ln~ct,ers optimiza.tion scliemes are performed. 

The chapter a.lso inclucles cliscussions on increa.sed resolution pitch predictors, either 

by increasing the numlm ot' preclict,or t,a.ps or by allowing subsample resolution of the 

predictor dehy. The investigations lead to the elaboration of an efficient fractional 

pitch prediction schenie t,hi\.t. will consistentl\~ improve the periodicity and thus the 

quality of the reconstmct.ccl speech. 

Realizing tha.t even an opt~imizecl pc.rt'orma.nce of a ba.sic S kb/s CELP coding 

scheme is not sufficient. t'o I~ridge the gap between communication-quality and toll- 

quality coding, Cha.ptAer 5 present,s a.11 1 I-lc met.hocls employed to perceptually enhance 

the quality of coclecl speech. \.\:it.li t,he final judge being the ear, many of the human 

auditory system properties nil1 he esploit.et1 t.o elaborate improvement techniques 

such as a.daptive postfil t.ering a.ncl ha.smonic noise weighting. In addition, after jus- 

tifying the sulmptimality ot' t . 1 1 ~  C'ELP pa.ra.meters transmitted on a subframe hasis, 

an approa.ch that t1ela.y~ t.ra nsmission ol' t.hose pa.rameters until they have been opti- 

mized over several sul>t'ril.mcs is int.rotlrlccd. This delayed-decision coding technique 

will have a trementlous impa.ct, on t . 1 ~  pel.cept,ua.l coding quality as well as on the 

objective clua.lit,!. n~easu~.cmc.nt. criterii~.. Fil~ally, t,he performance of the implemented 

coding schenic. is eva.luatc!tl i n  ('liaptcr 6. I'ollowecl by the presentation of future toll- 

quality speech coding 1:sencls and concll~tling rema.rlis. 



Chapter 2 

Linear Predict ion based 

Analysis- by- Synt hesis Coding 

2.1 Introduction 

The end purpose of this C:ha.pt,er is a, formal introduction of the Code-Excited Linear 

Prediction (CELP) coding a.lgorit.lim. Retra.cing the historical evolution of speech 

coding, methods that esploit tile cha.ract~eristics of the human speech production 

system are presented a.ncl cva.lua.t.ccl. IIocIeling the vocal tract in a more cursory 

way, linear prediction I>a.se(l coding scllcnies ha.ve gained popularity over the more 

accurate physio1ogica.l rnotl(lls for their ivc~ll-establislled pa.rameter computa.tion pro- 

cedures, their lit,-rat.e reduct,io~i ca.pa.lilities while maintaining at the same time high 

coded speech qua.lit,y. Lineas pretlict.ion t.echniques a.re discussed in detail with some 

experimental and t.11eosetic;l.l results prcscnt.ed. The general class of linear predic- 

tion based a.na.lysis-I,y-synt.llesis coders to whicll the CELP algorithm belongs is then 

outlined, going fsorn the I>il.sic a.na.l\sis-I)!,-synthesis structure to finally develop an 

efficient CELP cocling scheme. \yc.r~ good speech qmlity results from the original 

CELP algorithm wllen opel.;-l.t,i~~g at, int.crmec1ia.t.e rakes, but the extremely high com- 

putationa.1 complesity is a 1iir7.jor (Il . i \ \~l)i~~Ii.  Moreover, a.cc.ounting for some of the 

properties of t,llc hl111ia.11 a~~di tosy  syst.c.111. moclifica.t.ions of the CELP a.lgorithm con- 

tribute to increasing tile pcv.ccy)tn;ll spcw'll quality in a cocling environment a t  the 

expense of a n  eircn I I C ~ \ - ~ C I .  m i i  13111 at ional load. To malic the implementation of the 



modified CELP a.lgorit,lini possil>lc in pra.ct,ical coding applica.tions, fast proceclures 

a.dapted to the clyna.niic c11a.ra.ct.e~ of the dgorithm were developed. Some of these 

methods are briefly mentioned a.t t , l~e end of the C.'ha.pter. 

2.2 Physiology of Speech Production 

Exploiting the natural redundancies that exist in speech signals is of prime concern 

when bit rate recluction in coding is sought. It is hence very instructive to briefly 

investigate the na.t.ure of tl~ose redundancies before attempting any kind of speech 

modeling. Speech rec111nda.ncies a,re a direct consequence of the human vocal tract 

structure and the autli tor\. ~)er.ccpt.ion properties. The most common way of charac- 

terizing speech procluct~ion i s  I)!. a mc~clianism consisting of three separal~le entities: 

an excitation signa.1 genera tor. an acor~st ic t r ~ l x  of non-uniform cross sections and ra- 

diation walls. Excita.tion of tlie a.comt,ic t.uhe results into space radiation and sound 

waves creation. Thus, tlie speech signal ca.n I)e represented in the z-domain by S(Z) ,  

a product of the excita.tion signa.1 .Y(:). the t,ra.nsfer function of the acoustic tube 

H ( z ) ,  and the rachtion t.ransfer function P ( z ) :  

In the 11uma.n speech procl~~ct ion apparatus, t,lie excita.tion signal is generated by 

forcing air from the Imgs t,l~rough t . 1 ~  \:oca.l cortls into the vocal tra.ct. If eoiced speech 

is intended (such a.s /o/. / i / .  l o / ) ,  t.lw voca.1 cords will vibrate rapidly inward and 

outward, shutting a.nd opening sequent.ially the pa.ssage of air between the trachea 

and the vocal t,ract. The change of vocal COIYIS t-illration rake (fundamental frequency 

FO, or pitch) is rela.ti\-ely slo\v: I'cw tells oC milliseconds of a vowel incorporate .5 or 

6 pitch periods. F~~rt~l-ternlore, t,llis gcnr~rntJc.cl excitation signal of strongly periodic 

nature has smoot;h glotta.1 wa.\-c.Corm (pit.cli cycle) transitions most of the time. The 

vocal tract, loca.t,ed 1wt.wc11 tllc lips t,l~e nostrils on one end, and the vocal cords 

on the other, a.ct,s a.s t,lle acor~stic t.111)c.. DiRerent shapings of the vocal tract (with 

the aid of tlie t,onguc, tlie lips. t l ~ c  j;lw i l ~ l c l  t'he velum) result in different sounds. The 

sha.ping of t1lw vocal t,t.act, c~Ii;~~xctel.izc~s t . 1 ~  speech spectrum which va.ries relatively 

in time when compared to t h t  \.iI)ra.tiol~ rat.e of the voca.1 cords. Moreover, most 

of the speech ellerg\' is loc.n.tca(l i ~ t .  lo\v 1'1~~lucwcy (below 1 kHz with a, fa.lloff of -6 



dB/octave in frequenc~~ for vowcls). Some sounds are the result of noisy excitation 

signals, in which ca.se the \.oca.l corcls clo not. \:il>rate, but a.irflow is rushed instead 

through vocal tract constrictions (lips, teeth etc. ..). The produced sounds are then 

classified' as ~wttvoicetl speech. 

The intent of the brief clescription of the human speech production apparatus [8] is 

a motivation for preclict,ive coding. By a.ppropriately modeling the glottal excitation 

and the vocal tra.ct system function H ( z )  with few pammeters to be transmitted, 

substantial bit sa.vings he a.chieved. Furthermore, by exploiting the limitations 

and properties of the hun1a.11 a.uditory system such as masking phenomena, increasing 

sensitivity to lower frequency and insignificmce of spectral zeros, the perceived speech 

quality can c1ra.rna.tica.lly I F  in~pro\.cd. The object of the following subsections is to 

introduce efficient 111oclels ol' the \:oca.l t.ri\ct t.ra.nsfer funckion and the glottal excitation 

to  be used in the scope of linear predict.ion. t,he key element of analysis-by-synthesis 

coding techniques. It is wort 11 nient.ioni~~g. however, that physiologically-based models 

for the excita.t.ion generatbn and \-ocal tract slmpe suffer from limitations in speech 

coding applica.tions. The main rmsons for t,he la.ck of effectiveness of such models is 

the difficulty of ext,ra.ct,ing the moelel paramet.ers from the speech signal and the poor 

exploitation of the a.uclit,or\- perception properties [4]. 

The Purpose of Prediction in Speech Coding 

Achieving toll-qua.1it.y speec.11 cocling at rat,es from 132 kb/s downward was only pos- 

sible with the introduct.ior~ of' linear p~wliction. Prior to this, only log-PCM coding 

techniques rea.checl such cl~~a.lit.y. \v i t . l l  cotling ra.tes a.t,ta.ining 64 kb/s. By incorpo- 

rating a 1inea.r l~retlict~or i n  t,he coding scheme, speech signal redundancies could be 

exploited, at t.he espense ol' a n  i n t  rotl~~cctl coding cle1a.y. Differential Pulse Code Mod- 

ulation (DPChI) methods 1ra.1~ mana.gtd t.o bring clown toll-qua.lity speech coding at 

rates below 32 kb/s 1)y gc~wrat i~ lg  a. p~dic tcc l  speech sample value from prior speech 

samples for each speech s n t ~ ~ p l c  to Iw q~~ant.izecl. The difference between the original 

sample a.nc1 the preclict.cd satllple is t,l1('11 ( l ~ ~ a t l t i ~ e d .  If the prediction filter parameters 

are only consiclcrecl t.o hc st.;) t iona.~.!. Sol. small speech segments and are adapted for 

successive segn1ent.s. cocli I I ~  rill c\s rill1 Iw I'i~rtller reclucecl. In a.tlclition, by adapting 



the quantizer levels t,o t,Iit. preclict.ion error signal (t,lie difference between the original 

a.nd the predicted speech samples) tlyna.mic ra.nge, Adaptive Differential Pulse Code 

Modulation schemes result., upon whicli t,lw 32 kb/s CCITT standard is based. 

Before discussing the implementation of the predictor which in fact roughly models 

the vocal tract, a prelimina.ry on closed-loop and open-loop prediction techniques and 

their role in predictive coding is necessary. Let P( . )  be a predictor of order N that 

attempts to predict an original speech sample s (n )  from N past samples. In the case 

of open-loop prediction, the N past sa.n~ples are original speech samples, and the 

open-loop resid-uul z ( n )  is clefinecl as the difference between the original sample s(n) 

ancl the predicted sa.mple .;(??.): 

with 

.;(I?.) = I'(.s(Y) - I ). . ~ ( n  - 2), ..., .s(n - N)) .  (2.3) 

If in a coding system piwliction is 1)asecl 011 past reconstructed speech samples 

~ ( n  - I),  ..., s(12 - N ) ,  t.lw closed-loop r~esidud i ( 1 2  is obtained by: 

? ( I ? )  = . $ ( I , )  - P(s(1i - 1) .  S(11 - a ) ,  ..., 5(n - N)). (2.4)  

By optimizing the closecl-loop predictor. t-he energy of the closecl-loop residual ?(n.)  

is minimized allowing smaller quantiza.t.ion ])in width, which in turn minimizes the 

quantization errors. Fig. 2.1 depicts t,lic: closed-loop configuration of predictive cod- 

ing. 

The speech signal call he r~const.ructccl horn the transmitted quantized version 

of the residual, .T(ir), provitlctl that t . 1 1 ~  lw-eiwr employs the same predictor found 

in the encoder. For this purpose. eit11c.r tlw predictor is kept with fixed paramet,ers, 

those para.meters can he t.ransnlit.tccl as side information with the quantized residual, 

or they can be computecl from past reconst,ructed speech. The current reconstructed 

speech sa.mple . ? ( I , )  is ol)t.ail~ed. as sect1 i n  the receiver of Figure 2.1, by: 

.+) = .?(I))  + P(.+ - l ) . . c ( ) )  - 21, ...,. 3(n - N ) ) .  (2 . .5)  

Two points arc. of int.c.wst i l l  1 . l ~  caw ol' closed-loop precliction. By comparing Eqs. 

(2.4) m c l  ( 2 . . 5 ) ,  !.he cl~l;~l~t~iz;1.t,ioli c ~ ~ o r  . . i ( ~ r )  - i (n )  is found to be identical to Z(n) - 



Figure 2.1: ADPCM coder with error free transmission 

? (n ) .  1i;nowing that tlle quant iza t io~~ cssor is directly proportional to  the signal 

energy, it is then niuch more atIvant.ageo~~s t.o quaatize :(la) since its energy is less 

than that  of Y ( I Z ) .  Defii~i~ig t . l~e Prwlic t io~~ Gain as the ratio of the energy of the 

speech signal t,o tI1a.t of the lwidua.l sig~lal with I>oth energies averaged over a defined 

segment, 

the filtering operation t1ia.t !.ielcls t,lie rcconstsucted speech a.ccording to  (.) scales the 

residual energy by a. fa.ct,or a.ppsosi~~ia.t.c.l!; eclua.l to  PG [ill. If open-loop prediction 

is used in the encoder as shown i l l  Fig. 2.2, the quantization error on the open-loop 

residual will be magnified I,!; this (actor. Ilence, the larger the prediction gain is, the 

more justified the qua.ntizat ion of the closed-loop residual is, rather than quantizing 

either the original speecli or t lle open-loop rcsitlua.1. 

Finally, it is irnport.a.nt, t.o 11ot.e t,Iiat t l ~ e  predictor p r ame te r s  have to  he optimized 

for open-loop preclict,ion si 11ce t.lie prcvl ict  ion p i n  decreases with decreaing quanti- 

zation accuracy. The closed-loop pr(dic.t ion st,ructure is only used in the encoder for 

the quantiza.t.ion of t lie resitl11a1. 



Figure 2.2: Open-loop precliction in predictive coding 

2.4 Linear Prediction 

The purpose of pretlict.ion in speech coding was defined in the previous section to 

exploit the recluncla.ncies that. exist, in speech signa.1~. Seen from a different viewpoint, 

a predictor ca.n he considered as a. generic model for the vocal t.ract. Linear Predictive 

Coding has become o \ w  the pa,st, tleca.dc the most popular coding scheme a t  medium 

and low bit rates, and 11a.s I)een used in almost exclusively all predictive coders. The 

next subsection will hriefly jl~stit'y the d i d i t y  of a linear model for the predictor, 

and the remaining parts will int.socluce formal nleaas to estimate the parameters of 

prediction filters and tliscuss selcvant issi~es in linear prediction. 

2.4.1 Validity of Linear Prediction 

Linear prediction of a, spcc4l smnple hen) previous samples is optimal in the least- 

squares sense i f  the sa.mples of l,lw speecl~ signal are assumed to he random variables 

with Gaussian clistril)ution [!I]. l;'.speriment.s Imve shown that, taken over short time 

segments, speech signal sa.mplcs ca.n he assr~mecl to have a Gaussian distribution [lo]. 

On a, physiological I)asis oil t l ~ e  other l~ancl, a. lossless vocal tract can be described 

by an all-pole fi1t.e~ (an?: losslcss tube model is equiva.lent t.o a.n all-pole filter). Lat- 

tice filters a.re also I I S C C ~  t,o 1110d~I t , l l ~  \ . o~a1  tra.ct, because of the simila.rity of both 

structures, t,he cfficicnt sc-vrssi\-c. psocwl~rres t11a.t exist for para.meters computation, 

the simple st,a.l)ilit,y prop~ttic~s of 1 . 1 1 ~  f i l t c w  m c l  the smoot,hness of the filkr cha.~.a.cter- 

istics cha.nge a.s il. fullct ion ol' ~ . I I ( .  cw$ficicv~l.s. I-Iowcver, limitations of the ht t ice filter 



model ha,ve I)eeii aclclressctl I)!. [-I]: t.he conf~lsion st.enis from the fact that the lattice 

filter c.onfigura.tion of all-pole fi1t.er.s correspontls to the tra.nsfer function of airflow 

through a concatena.t.ion of tubes of various cross-sectional areas, which is not always 

an adequate motlel of the vocal tra.ct. Nevert,heless, significant prediction gains were 

reached with linear prediction that a.ssunies an dl-pole model for the speech signal. 

A brief word on non1inea.r prediction is worth mentioning. Serious research in this 

field has only sta.rt#ed recent<ly [I  1] a.ncl higher prediction p i n s  than those of linear 

prediction were recorded. The optima.lit.y of linear speech prediction can therefore be 

questionned, but t.Iw pra.c.t.ica.1 signifimnce of the new results has not been formalized 

yet. 

2.4.2 Linear Prediction and Speech Spectra 

The most general psecIict,oi t'orn~ in linear precliction is the Auto-Regressive Moving 

Average (AR.hI.A) model \vliese a. speech sim~ple 2 ( n )  is predicted from N past pre- 

dicted speech sa~nples . < ( , I  - 1 ). .... ;(n - .Y) with the aclclition of an excitation signal 

u(n)  according to: 

P 9 

. < ( ? I )  = ( ~ k . < ( i ~  - X') + G b l ~ i ( n  - I )  
k = l  l=O 

with G' being a, gain fa.ct.or and { f l k )  and { A k )  heing sets of filter coefficients. Very 

often, the Auto-Regressive ( A R )  motlel c~ossesponcling to an all-pole predictor is pre- 

ferred to the polc/zero .\RlI.-\ nloclcl i n  \vhicli case the prediction operation is written 

The major drawl>ack in  t l~ i s  ~lio(lcl is t 1 1 ~  al~sence of representation of the spectral 

zeros clue to the glottal s o ~ ~ s c c  and l l i c  vocal t,ract response in the nasal portion. In 

addition, unvoiced sorinds i\ IT  poosl~, plwlict eel. One colmnon remedy is the acldi tion 

of 2 or 13 est,ra poles t l~a!  can i ~ p p ~ o s i ~ n i ~ t  c t lie zeros contribution closely in the 

predictor freqticrlcy rcspoi~.;c~. 

Considering tlic : \ I3  nio(l(3l of 1 I I P  plwlictor, 1 I I P  open-loop residual can he written 

I' 

. , . ( I , )  = . \ ( I , )  - C ( l k . , ( l l  - X.).  
6 = 1  



Seen in a, reverse ma.nner. a. speech production model ca.n be elaborated, where an 

excitation signal S ( z )  (the z-tmnsform of the sequence ~ ( i a ) )  is passed through a 

shaping filter H ( z )  to produce reconstroct~ed speech S ( z ) .  By letting F ( z )  be the 

system response of the 1inea.r prediction process, the shaping filter H ( z ) ,  also known 

as the synthesis Jilter is expressed as: 

The residual S ( 2 )  is obt,a.inetl by pa.ssing a. speec signal 

filter A ( ; ) .  

S ( z )  through the inverse 

In reference to Eq. (3.!)). the energy of the residual when the speech signal is 

considered to be deterministic can I>e espressetl according to Parseval's theorem as: 

The objective of 1inea.r pretlict.ion is well-known t.o be the minimization of the resid- 

ual energy. As can he see11 from the above equa.tion, this amounts to nlinilnizing 

the integral of the ra.tio of t.lie speech signa.1 power spectrum to that of the all-pole 

synthesis filter. In ot.her worcls. the p o \ w  spect.rum of the synthesis filter should be 

an approxinmtion to the power spectrum of the original signal. Thus, the methods 

that will be invest,iga.txd n e s t ,  for the comput,a.tion of the predictor coefficients { a k }  

can he viewed as methods for Fitting t . 1 ~  power spect,rum of the associa.ted all-pole 

synthesis filter t o  the po\vtr spectrum of t.he speech signa.1, with Eq. (2.11) heing the 

distortion mea.sure. 

When the speecll signa.1 is assumed to he a. stocha.stic process, the linear prediction 

procedure still provides a.11 estirnat,e ol' the spectral envelope with the Itakura-Saito 

measure heing 11sec1 now as a. rlistortioli criterion [12]: 

Both Eqs. (2.1 1 ) and (2.12) Ica(l to p~wlictor coefficients clescribing the spectral 

envelope of t.llc sl)wc.h sigll;~.l. 1 ' 1 1 ~  clrrors i l l  t.he spectxa.1 estimate, a.s can be seen 

from those ec1ua.t ions, arc3 \wigl~l c d  nwst Iwa\.ilj~ in frequency regions where the speech 

power spectrt~nl I.$(( ; " )  1 is lil  I.%(.. 



2.4.3 Estimation of the Linear Prediction Coefficients 

A speech signa.1 is not stlat,iona.rv ancl its sta.tistiCs axe not explicitely known. The 

predictor must therefore Iw a.cla.ptecl to the changing signal characteristics in LPC 

coding applica.tions. I t  is of common practice to consider the speech signal as station- 

ary over short time inbervals (of about 20 ms). The predictor coefficients can thus be 

estimated from a sequence of speech sa.mples obtained from an interval over which 

the signal is consiclerecl t,o he sta.tiona,ry. Windowing the sampled signal is therefore 

the first step in linear prediction pammeters estimation. Choosing the appropriate 

window is a whole issue in itself that will be brought up in a subsequent section. 

Now depending on the lincar prcdictol. form to be employed, the pa.rameters to be 

estimated differ. If a. t.sa.ns\.ersa.l st.ruct.l~se is selected (direct-form digital filter), the 

least-squa.res rnet~hotl is used t.o estimate t.lw precliction coefficients { a k } :  the AIL- 

tocorrelation proceclure is employed i f  winclowing is performed on the speech signal 

whereas the C~o~~~~i~r irr .uc  melt hod results wl~en winclowing is a.pplied on the residual 

(error) signal. Open-loop p ~ ~ d i c t  ion is norma.lly considered in the optimization proce- 

dure of the predictor coefFicice11ts. Recent work, however, have shown that estimation 

of the prediction pa.ra.niet~os I)asecl 011 closed-loop predictors can lead to significant 

improvement of the predictor performa.ncc. at the expense of increased computational 

complexity [1:3]. On the ot.ller liancl. i f  t'lle linear prediction filter is implemented in 

a lattice form, 110th open-loop residua.1 a.11cl closecl-loop residual energies have to be 

minimizecl in order to est.il11a.t.e. in  t.his ca.se, a. set of reflection coefficients {ki). All 

three comput,a.tion p roced~~  I W  ;\.re rlct.ai led nest.. 

The Autocorre la t ion  Met hod 

A speech signa.1 is sampld  (,\TI. a time scyywnt where it is considered to be a station- 

ary random signal wit(l1 for t Ilc t . i~ne Iwing: known sta.tistics. Fig. 2.3 describes how to 

obtain the open-loop resirl~~a l I'som t l ~ c  \vi ndowecl speech sa.mples (eo,(n) is the data 

window). 

The open-loop predict iol~ sc~sitlr~al is: 

Minimizing t.he enc.rgJ7 ol' t I I ( .  ~.(~si(Jl~al i ~ ~ ~ l o \ ~ n t . s  to minimizing the expecta.tion value 



Figure 2.3: R.esidua1 e ( n )  for the Autocorrelation method. 

of the square of the prediction ~ w i d ~ ~ a l .  E 607) , which can he written as: [ '1 

By taking the partial deri\-nti\.es of Eq. (2.14) with respect t o  every UI, and setting 

the  result equal to  zero, the .-Iutocorrelattion linear system of p equations, Ra = r, is 

obtained. The  expandctl form of the s!,stem with autocorrelation matrix R is: 

where ea.ch entry R;,; i n  the a.utm.-orrelat.ion ma.t<rix is given by Rij = R((i  - j l )  and 

the  autocorrela.t,ions a.re delinccl  a.s: 

The  system of Eqs. (2.15) is in  fact. tlle )ilk-Walker equations with the autocor- 

relat,ion ma.t.ris R I)cing s>.nimct.~-ic and Toeplitz. A fa.st method for solving the 

Yule-\Va.lker eqr~ations is t . 1 1 ~  T,c~vinson-lI~~~.I,iu recursion [9,12]. 

Even if  a. speecli sippa-l is (-oI Is~(IPI . ( ' ( I  1.0 1)e st.a.tiona.ry over a. short time interval 

such a.s . e , , , ( n ) .  it.s st.a.t'istics a . 1 ~  110t (~spli(.itc~l;~ Ii110\1~11. In using the Autocorrela.tion 



method to compute t,he set of linear prediction coellicients {ak) ,  one must estimate 

the autocorrela.t,ions R(i - j )  from the wirlclowed speech sample sequence, and then 

insert those estinmtes into the Ylile-\\?a.lker Eqs. (2.15). Thus, if the used window 

w,(n) is of length L, the estima.t,ed autocorrela.tions from the sample sequence are 

usually chosen to he: 
L-1-k 

~ ( k )  = s,(n)s,(n + k) (2.17) 
n=O 

and the result,ing linear system is Ra = i. where the estimated autocorrelation matrix - 
R preserves its symmetric and Toeplitz properties. 

Tlie Covariance M e t h o d  

Minimization in  the Clovariallce methotl is pwformed on the windowed error as shown 

in Fig. 2.4. Tlie willclo\v 11.,(11) I~as  1, nol~-xero samples. Applying the least-squares 

method, the mean energy ol' t lie error. 

is minimized by taliing: the cleriva.t.ive of' Eel. (2.1s) with respect to all the ak's, and 

setting the results equa.1 to zero. Once again, a linear system of equations @ a  = \E 

results. The expa.ntlccl covariance s\.stc~n llas the form: 

with the covariance gi\.en I)!.: 

The Cova.riance ma t  ris presenm i 1 s s ~ m m e t r i c  property but is not necessarily 

Toeplitz, which ~iiakcs f Ile ('o\xria.~ice ~ilclt.l~ocl computationally less efficient. Cholesky 

decompositio~i is ~ i s~~a . l l \ -  used t.o sol\-e li)r a in t,lw linear system of Ecls. (2.19). Note 

that in this metllotl. wirltlo\ving \vas applied 1.0 t l ~ e  error signal which in fact imposes 

on the speech segment to IN. ol' I('11gtl1 I, + 1 1 ,  running from .c(-1)) to .c(L - 1). The 



Figure 2.4: M'indowecl residua.1 for the Covariance method. 

Figure 2..5: T,at.t.ice configuration of the inverse filter. 

The Lattice Method 

The inverse filter A ( : )  of orcles 1) is rc.prescnt.ecl i l l  lattice form in Fig. 2.5. The set 

of parameters to he est,imatctl i n  t,his ~ncthocl a.re t,he reflection coefficients {k;). The 

estimation proceclure t,a.l;es a.tl\-a.nt.a.ge ol' 1~1th the fo.r.zunrrl residual (resulting error 

after predictsing t,he present sa.mplc f ~ , o ~ n  the dela.yec1 one) f i ( l z ) ,  and the backward 

residual ( resul t,ing error aft er preclic t.i 11g t.lw clclayed sample from the present one) 

b i ( n ) .  The output of the filt,er is t.hc 11sua.l open-loop residual z ( n )  corresponcling 

to the forwa,rrl p~wliction error f i , ( n )  at. t,lw h s t  stage of the lattice structure. The 

forwa.rc1 ancl ha.clcwarcl residual sa.~nples a1.p secllrsively obtained by: 



with the initial ant1 filial conditions Iwing: 

From the inherent, recursive st,ruct>ure in Fig. 2.5, it is obvious tha.t recursive tech- 

niques will be used to compute the reflection coefficients. The  two most popular 

techniques are the Itakura and the Burg methods [14,15]. The first method follows 

directly from the Levinson-Durl~in recursion when windowing is applied to  the speech 

signal. It exploits in the computation of the reflection coefficients the partial correla- 

tion between t,lw forward a.nd t,he backward error signals normalized by their energies. 

The  Burg tecl~niclue is ha.sccl upon mi~liniizing t.he weight,etl sum of the forward and 

backwarcl residua.ls wit li ir i  an analysis wi~iclow ,1o,(n). 

If once a.ga.in. t.he speccli signal is a s s~~met l  to he sta.tiona.ry with known statistics, 

the correlation and  energies can he \vril t.cn as: 

The  Itakura, method clcfine. the scflcction coefficients as: 

The  Burg tecllniqr~e rninimizc?~ t llc t'ollo\vi ng recursive winclowecl error energy: 

where e;(k)"s the I)a,rycen~ re ol' 1 1 1 ~  I'onvartl a.ncl I,a.ckward residual sample energies: 

By minimizing I ? , ( ) , )  with respect to t lw  X.,'s. the resulting update espressions are: 



The choice of -i and tlic eI.lor window 111, ( I ? )  ha\-e repercussions on the all-pole synthe- 

sis filter corresponding to the sct of reflection coefficients { I ; , ) ,  which will be justified 

shortly. More computationally efficient procedures, such as the Covariance-Lattice 

method [15] as well as techliiques to guarantee better numerical stability introduced 

by Cumani [16], have also been developed but will not be detailed in this thesis since 

complexity of the intended coding scheme is not the major target. 

2.4.4 Synthesis Filter Stability 

In a coding scheme, the preclictor c0efficient.s a.re used in both all-zero filtering oper- 

a.t,ions (inverse filksing) t,o ol)t.ain residual signals and in a.11-pole filtering operakions 

(synthesis filter) to reconstsuct, speecll signa.1~. Stability of the synthesis filter is of 

premium import,a.nce i f  pertorlna.nce degraclat.ion of t,he codes is to be avoided in noisy 

channel conditions. Tntleecl. a.n\. clmnncl error can result in diverging outputs a t  the 

receiver if the all-pole filter is unstra.l>le. Stal,ilit,y of the synthesis filter is guaranteed 

by having all the zeros of the inverse filtcr A ( r )  reside inside the unit circle in the 

z-domain. The usua.1 met.hod for st,a.l)ilit.y checliing is to convert the direct-form filter 

prediction coefficients { ( I , ~ )  t.o the reflect.ion coefficients {k;) of the equivalent lattice- 

form filter. St,a,l)ilit,y is ens~~setl i f  all t l ~ e  reflect.ion coefficients are less than unity in 

magnitude. The Burg solving t.cchnicll~e in the httice-form filter will yield a stable 

synthesis filter provicletl t.liat the Ia.tt,ice st.ahi1it.y consta,nt y is chosen to be 0.5, and 

the error window w , ( t , )  is causa.1 [I ' i] .  :I magnit.rlcle larger than one for the b;'s is in 

fact a physica.lly impossil)lc sik~~attion as t Ilose ki's represent the reflection coefficients 

for fluid flow a.t. the j1111ct.io11 of t,wo t111w sect.ions when the vocal tract is modeled by 

concatenating sections of' ac.o~~st.ic t.ul)c.s of' cliffcrent areas. 

On the other hand. t . 1 1 ~  . \  r1t.ocorreli1.1 ioll rnet,hocl will always result in a stable syn- 

thesis filter a.ssociat,ctl wit-11 I 11e plwlictor cot~lficients { a k ) .  This property is motivated 

by the bia.s introtlr~ccd i l l  t.lw a.r~t.ocor~d;~t ions of Eq. (2.17), as the decrea.sing window 

size with incl-casilig Iitg grlarant,ccxs a posii ive-clcfinite autocorrelation matrix R [IS]. 

The Covaria.licc me1 Iiotl. rll~l'o~.t~~n;ttc>l~.. cloes not guara.ntee stability despite the fact 

that in  ma.ny cases i t  wsrllis i l l  Iliglicl ~)l.c\clittion gains. 



2.4.5 Backward and Forward Adaptation of LPC 

Coefficients 

In a coding structure, the T,PC: coefficients should be made available t o  the decoder 

every time they are determined for a given segment of speech, in order t o  enable 

the reconstruction of one speech sample or a, group of samples. Those parameters 

are usually transmitted as side information tzo the receiver, along with the quantized 

residual. Adaptation of the predictor coefficients is then said t o  take place in a forward 

manner. As mentioned previously, estima.t,ion of the coefficients is performed on a 

frame-by-fra.me basis in orcler t o  comply to  st>a.tionarity assumptions and to  facilitate 

transmission. T h e  inherent a.cl\-ant.age is t11a.t. t.he pa.ra.meters a.re optimized for the 

frame in which rcconst.ruct ion will t alie place. but, a, de1a.y ca,n in some applica.tions re- 

sult in a.udible echoes duri r ~ g  t ra nslnission. h'nhilnr-d a,dapta.tion uses a block of past 

reconstructed speech sa.mples r.11) to the present, one in order to  estimate the predic- 

tion parameters. The coding clclay is tliercfore suppressed since no buffering of future 

samples is neeclecl. The  othcr a.tlva.nta.ge is t,ha.t the predictor coefficients do not have 

to  be transmitted to the receiver, since t.lw la.t,t,er 11a.s the pa.st reconstructed speech 

sampIes ava.ila.ble. from wl~ich those LPC! coeficients can be computed. It seems a t  

first glance t11a.t hackwart1 a.daptat.ion permits s~11~sta.ntial l i t  rate reductions as no 

bits have to  be a.lloca.t,etl to  c \ ~ ~ i ~ n t i z e  tllc paramet.ers to be tra.nsmitted. One must not, 

however, overlooli t!lie fa.c.t l.llat the pal . i~~net ,e~s t ha.t a.re being optimized for a block 

of reconstructed speech sanlplcx will o t~ ly  Iw used for reconst.ruc.ting speech in the fol- 

lowing block ( present. i t ~ l < l  I ' I I ~ , I I I Y >  sa . l~~plcs) .  Due to  the non-sta.tionary characteristics 

of speech signa.ls, t l ~ c  nrcd!jsis jr.trrr,r. i.ca t 11c I'ra.me over which tlie LPC pa.ra.meters are 

estimated, 11a.s t,o Iw ma.cl(3 short. looking 1)itcli a.t pa.st samples, and thus the update 

rate of the predictor m ~ ~ s t  Iw grcatc'r 111an tlie one adopted in forward adaptation. 

This will evitlent.ly i mposc. c.o~~st.rai 111.s 0 1 1  hit rr7.t.e reduction. In addition, the a.nalysis 

frame should he I~iglrly ovc~lappc-vl [;)I. ;I. lwt.t,cr tracking of spectral cha.nges in the 

speech signa.1. 'I'he ot,l~c:r I I I ~ I . ~ O I .  ~ l ~ . ; ~ \ \ . l ) i l ~ l i  i l l  Ixdwa.rcl a.da.ptation is the fact that the 

LPC: pa.ra.rnet,cr c>stirn;~t,io~~ is I)asc~l 011 1 . 1 1 ~  rcconst.ructec1 pa.st speech sa.mples which 

incorpora.te qua l~ t i z i~ t . i o~~  (~1.01.~. I'w(lic.tiol~ ga.in va.lues a.re slightly lower than those 

ol~ta.inecl in Sor\vard ;~(lal)l;~t.io~l. IIo\vc~\.c~r. \\ . i t  11 a. frequent. uptla.te of t,he predictor 

and a good c111a 111  iza t io11 5c.l ~ c v i ~ c ~  ol' 1 1 1 c b  ~ w i c l l ~ i l l .  ha.ckwa.rtl il.tla.ptation exhil~i ts excel- 



lent performa.nce in a.pplicat ions where low coding c1ela.y is a. necessity. The  zero-delay 

ADPCM 32 kh/s CCITT stancla.rt1 antl t . 1 ~  low-delay 16 kb/s standard are both based 

on ba,ckwartl a.da.pt,a,tion. C'lien ['i] has clemonstra.ted that  a, high-quality low-delay 8 

kb/s coder ca.nnot rely solcly on ba.ckwa.rd a.tla.pt.at,ion since the ba.ckward predictfor 

order and the update ra.t.e imposed by the bit rake do not permit a full exploitation 

of the long term reclunc1a.ncies (periodicity). In the work carried out in this thesis 

to  achieve toll-quality coding a t  rates around S kh/s, the delay constraints will he 

overlooked and forward a.cla.pta.tion schemes will he adopt,ecl, thus guaranteeing the 

highest open-loop preciict,ion ga.ins possible. 

2.4.6 Windowing and Predictor Order Considerations 

The LPC pa.ra.met,er opt.i~niza.t.ion antl preclictor adaptation, alltogether known as 

LPC analys is ,  relied on ~vi~ldowing ot' the speech signal in order to preserve quasi- 

stationarity, hut a.lso on met.llocls to sol\:e a, 1inea.r system of order p, which is actually 

the order of the 1inea.r predictor ( 4  Sect.ion 2.4.13). The  choice of a suitable window 

and prediction order is in fact. very crucial in the analysis sta.ge of a coding process, af- 

fecting many issues such as recl~~ncla.nc!i ~.emova.l. numerical stability, minimum-pha.se 

property of the inverse fi1t.c.r. computational complexity and real-time implementa- 

tion. Some of t.llese issues \rill now I)(. considered. 

Two types of reclunda.11cics arc ~ ~ s r ~ a l l y  treated in speech signals. Near-sample  

red~nda~ncies  are due t,o t . 1 ~  t'ormaut st ruct,ure of the speech, a.llowing the prediction 

af a sample from its immctlia.t,e prctlcccssors. F w - s a m p l e  redundancies are accounted 

for the pitch struct.ure t.l~a.t. n ia~~i lcs t s  it,sclf mostly in voiced segments of the speech 

signal. The  pa.st, sa.mplcs t.lli1.t are located a.rouncl one or two pitch lags (periods) from 

the present sample col1t.rihl1t.e to the prediction of this la,tter. The  range of pitch and 

formant recluntla.~~cic~s act r~nlly o\rcrlap. c-yecia.lly in the ca.se of female speech. In 

na-tural speech, t,he pitch lies Iwt I \~( -w~ 6 I I Iz and ,100 HZ, with a fundamental frequency 

(FO) rmge of 80 I l z  to I60 I-lz ( a periotl ot' 100 samples to  50 samples in 8 kHz sampled 

speech) for nmle spea.kers a ~ i d  (7.11 avesnge pit.ch ra.nge of 132 Hz to 223 Hz (60 to 3.5 

samples period) lor fcrnal(. s ~ ) ( ~ ~ I I < ( ~ ~ . s .  'I'II(I c l m m  window in the analysis stage must, 

a priori, be of large sizc-. i l l  ortlcr t,o talw t,lie long-term redundancies into account. 

With a maximiln~ a.nd a\:(\r;l.g~ pittli lags (distance between pitch pea.ks) of 120 and 



60 samples, the window t i r ~ ~ c  duration must. not be less than 16 ms (128 samples 

times the sa.mpling period of 0.125 ms) a.ncl t,he order p of the predictor should be 

high enough t.o incl~~tle  t:he past sa.mples around the lowest pitch lag. Such selections 

however incur drawlmcks if one a.imed at capturing within the window the total pitch 

range or at increasing the predictor order until the male speech pitch lags are within 

reach. R.eferring ba.ck t,o ecll~ation (2.17), it is clear that the LPC analysis stage relies 

on an accurate estima.te of the autocorrelations (or the covariances). The  selected 

data window must therefore inclucle enough samples to yield a valid estimation of the 

long-term correla.tions, a.nd thus be of a length corresponding to two or three times the 

maximum pitch lag. Ne~ert~heless, such a window would attain 400 samples in length, 

violating the forma.nt, strr~ct use st.a.t.iona.sit.y assumption, valid for speech segments of 

around 100 samples. In  fact.. t l ~ e  non-sta.t.iona.rity of nea.r-sa.mple r ed~nc lan~ ies  is more 

harmful to the pretlict,ion gain t.ha n t,lw accura.tc t.ra.cking of long-term redundancies. 

On the other ha.nd, the predictor older selection is restricted hy the computational 

expenses of the LPC a.nal!.sis. Ostlers u p  to .5O 11a.ve been well handled in coding 

schemes [19]. Preclict.ors ol' that ostler exploit quite well the female speaker pitch 

range, hut the rna.le speaker pitch range is only partly ca.ptured. It would he then 

logicd to increase the prc.clict.ion order u p  t.o 60 or 70 for a better coverage of the male 

speech pitch lags. lhperirnc~nt:~ in ['O] 1ia.w however concl~~clecl that only very slight 

increases result in t,l~e prcclict.ion ga.in (lower t,lla.n 0.5 dB) when the predictor order is 

varied between 20 a.11 '70. N~r~iicrical prohlcms (ill-conditioning of the autocorrelation 

or the covaria.nce ma.t,ris) t.llat, arise I'som high prediction orders are, along with the 

drawbacks of Ia.sge windo\\- sizes. n major cause of this behaviour. Fig. 2.6 gives 

an idea. on the preclic:t.ion gain inlpro\.ement. for male and female speech when the 

predictor order is consiclcretl 1.0 Iw 10 a.ntl 50 respectively. As can be seen from this 

figure, the long-t,em rerl~sntlancicx a.sc Iwttcr exploited in female speech rather than 

in male speech with a.n o tv l (~  50 prcclict.or, a.s the average pitch lag of 30 samples for 

female speakers l'a.lls \.\:(dl n.it.11 i l l  miwage range of the predictor. 

Many attemps ol' I ~ t . t ' c ~  pit.c.11 t,sac.I.;i~~g configurations were studied in the past 

years. One such configt~rii.t.ioli is the IISP o f  i>. direct-form transversal precliction filter 

with arhitra.ry slx~cillg of t , l ~ c ,  t.al)s. 20 t i ~ l ) ~  cotlltl he for e>ca.mple alloca.tecl for formant 

tmcking (11ea.r-sa.tnplc ~wlt~l~tlnllcic~s) a11t1 :I0 taps for pitch tra.c.king. The first. 20 taps 
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Figure 2.6: Anal\rsis st age ol' I I I ~ I I P  i111(1 f (va1c speech using LPC of order 10 (solid line) 

a.nd of order 50 (tlasl~ctl lillc.). Tile :lut.oco~.~.~'la.t.ion method with a 20 ms Hamming 

window is used. SegSNR \ ~ ~ l u c ~ s  (01. I ' l ~ l l~~cs  of 160 sa.mples are  shown. 



~ o u l d  assume a. fisetl posit ion while tlie remaining 30 are repositionned in such a 

wa.y to cover t.he wliole lag sa.nge (20 to 150 samples). They could be either equally 

spa.ced, loca.t,ed around a.vera.ge pit,ch hgs  or even a.round current pitch lags in which 

case long-term redundancies tra.cking becomes adaptive. The major disadvantage in 

such prediction schemes is t,ha.t tlie autocorrela.tion matrix looses its Toeplitz property 

which renders t,lie LPC pa.ra.meter c~mputa t~ion less efficient. Also, the numerical 

problems encont,ered in these met,liods were worse tha.n those of the regularly spaced 

taps predictor configura.tion [20]. ' 

The most popu1a.r way of a.llevia.ting t,he windowing problems while still conserving 

prediction gains compa.ra.blc to those of high-order predictors is to use two separate 

predictors in a. secluent.ia.1 col~figl~ration. Two a,na.lysis windows of different lengths 

and different a.cla.pta.t,ion nlel.l~ocls can I)e atlopted in this case. One predictor would be 

employed for pitch tra.cking whilc tlie ot.her for modeling the formant structure. Joint 

optimization of the pit.ch arid formant, predictor parameters ['Sl] will usually yield a 

higher prediction ga.in a.t (.lw cost of higher computa.tiona.l complexity. A formant 

predictor of order 10 follo\ving a, pitxli preclictor of an order up to 3 configuration 

results in a performmce almost equivalent t.o t,ha.t of a single high-order (order 50) 

predictor [20]. 1ncrea.ses i n  preclict,ion ga.in ( u p  to 2 dB increase) due to the pitch 

predictor stage manifcst t.licmscl\-es in \:oicetl regions of the speech signal. Unvoiced 

segments of speech do not. cont,a.in any periodic structure and therefore the pitch 

predictor cont,ril>ut.ion is ~uselcss. :Is a. 1a.st. remark for this para.gra.ph, the pitch 

structure in speech signals \xi(->s m11cIi nlore ra.piclly t1ia.n the formant structure, the 

update rate for the pitch psedict.or is I~cnce at lea.st three to four times greater t11a.n 

that of the forma.nt predict or. Est.ensi\re tlescription of pitch prediction techniques 

including pitch predictor opt,inliza.tion will be presented in Chapter 4. 

The effect of t , l~e sel(~ctcd \vintlow size in LPC analysis was introduced earlier. 

Along with the size, t,lie s l ~ i l l ~ ~  ol' t.lie data, or error windows plays am important role 

in the preclict,os opt.imizat iol~. Rcct i~nplar  a,nd I-Iamniing windows are commonly 

used in forwa.rtl il(lapti~t.io~~. \vl~cscms c:sponentia.l windows seem to be more efficient 

in backward a.tlapla.t.ior~. \\,'l~ilc. r I I P  clvlir~itio~~ of t,lle length I, (in sa,mples) is clear for 

finite windows (Tlammilig. Ilaiscd (-'osillc\. ...). a. common wa.y to define the effective 



length Le for semi-i~ifi~~ite causal wi~iclows w ( n )  (esponential windows) is: 

1x4 

As it wa.s mentioned previously, the length (or effective length) of the window are 

chosen so tlmt enough sa.mples are gathered to make the correlation estimates valid, 

without viohting the stationa.ri ty assumptions of the speech signal. The  best com- 

promise between accuracy of long-term correlation estimations and short-term corre- 

lations minimum smoot,hing results from t<he selection of windows of length around 

20 - 22 ms (160 - 180 sa.mples). Sucl~ 1c1lgt.h~ a.lso satisfy the condition for an accu- 

rate correlation estimate. sf ipulat,ing t l~a t  the nindow length should be much larger 

than the preclict.or orcler. Incseasing t lie winclow length will degrade the predictor 

performance ra.ther t,lian yiclcli ng 1 1 1 0 1 ~  accura.te correlation estimates, as the speech 

stationarity assumpt,ion breaks clown fos segments longer than 22 ms. 

Barnwell [22] has estensi\:el~. used 1. 2 and %pole exponential windows in his 

derivation of recursive windowing met.ho<ls for generating a.ut,ocorrelation lags. Barn- 

well autocorrelat.ion met.hocls pro~wl  to be very useful thereafter in real-time im- 

plementations which t,ooli advantage of tlw recursive feature. Fig. 2.7 displays the 

time series of rectanguhr, I-Ia.111niing anti Ba.rnwel1 autocorrelation windows. Better 

prediction gains and sul)jec t i w  ra.tings ase 011ta.ined when Barnwell autocorrelation 

windows are used i11st.ea.d of I-Ianlming u.indows in Imckward adaptive LPC analysis 

[20]. The ma.in reason for t.l~e I)ct.t.er pcdorma.nce of exponent,ial windows is the heav- 

ier emphasis a.ppliecl to imnlcdiate past samples, in opposition to a broa.cler range of 

"sample capt,ure" for the Ilamming ~vinrlow. Up to 1 dB prediction gain improve- 

ments can be rea.checl wit.11 cqxment.ial wiliclowing in backward prediction, especially 

when the precliction order is rc.lat.i\.ely I~igll. In  fact, the "long tail" of the exponential 

window adds a.ccuracy to the cosrcla.1 io~i cdeima.tes, more precisely in the large lags 

correlations where the T7nit.c. size IIam~iiing window has limitations. Nevertheless, the 

use of Hamming error wi~itlo\\ls i n  t l ~ c  ("o\xria.nce method for forward prediction is 

more efficient t 11a.n esponent,ial wi~~tlo\vi ng [?:I]. 

Many of t,hc prerlict.os osdcr a 1 ~ 1  \ril~tlo\ving issues 1ia.ve been left out in the pre- 

vious cliscussion. For esaml)le. t11c 11111111wr of  hit,^ availal)le for quantizing the LPC 



samples 

Figure 2.7: 2-pole exponential wi nclow (c.fFrctive length of 155 samples)(solid line), 

rectangular window (claslictl line) aucl ITaniming window (crossed line). 

parameters imposes constraints on tlw psedictor order. The causality of the selected 

windows affects the sta.l)ilit!. ol' !.he all-pole synt,llesis filter. Numerical problems and 

computational complcsity issues 1la.v~ I ) c w i  left out, I)ut many other will he addressed 

in their appropria.t,e c11a.pt.cl.s. \Yil.h T.,l'CI a.na.l;sis grounds being formally defined, it 

is now possil3le to int.rotlr~c,e a. class of coclers t11a.t has gained the leading edge in 

speech coding rcsearch for it,s orrt.starlcling hit rake reduction capabilities and high 

reconstructecl speec-11 cl~lalit.y: 1i1recr.r p r d i c t i m  h w e d  malys i s -by  synthesis  coding. 

2.5 Analysis-by-Synt hesis Coding based on 

Linear Prediction 

As it was emphasiztcl i u  Seer i o ~ ~  ?.:I. t I ) ( .  grc.atclst advantage of linear predictive coders 

is the quantizat,ioll of t 1 1 ~  sl)cwl~ ~ w i t l l l i l l  rat 1 1 c ~  t h a n  the signal itself, allowing a finer 



quantization due to t.hc lower cnergy cont.ent, of the residual. Now supposing that 

in the hope of ~mlucing t.he Lit  ra.t.e, one tlccicles to a.pply the principles of linear 

predictive coding to encode a, speech signa.1 on a fr-ame-by-frame basis, naturally a t  

the expense of a certain coding delay. The closed-loop residual Z(n)  would then have 

to be quantized on a hlockwise basis. Reca.lling that the reconstructed speech is 

obtained by all-pole filtering the qua.ntizec1 residual, 

the above operation can be recursively used to obtain a trial block of reconstructed 

speech samples. hlore clearly, inst'eatl of clirect.l~l quantizing the closed-loop residual, 

trial excitation wct.ors (I)loclis) a.1.e successively selected from a book of all possible 

excitation vectors a.ncl passed t I ~ r o ~ ~ g l i  tlie synthesis filter to yield a trial reconstructed 

speech frame. The select,iol~ ol the best ma.t,ching reconstructed speech vector to  the 

original speech vector shoultl rely on ~ni~l i~niz ing a. error criterion. The quanti- 

zation error in the resiclua.1 is not, a, po\verful distortion memure when a coding scheme 

is operating on a, blockwise I~asis. since i ( 1 1 )  depends on the previous reconstructed 

speech samples .? ( i t ) .  1nst.ea.d. a, selection criterion based on the quantization error 

in the speech signal s ( n )  - . ? ( I ? ) ,  t,akcn on a, f'ra.me-by-frame basis, seems to be more 

appropriate. Once. t . 1 ~  escit.at.ion \.ector that yields the reconstructed speech vector 

matching the original signal Iwst. is tlct.er~nined, its codebook index is transmitted to 

the receiver. The decoder cont,a.ins the csa.ct replica of the excitation codebook and 

thus speech ca.n be ~.econstruct.etl upon receiving the indices. This qualitatively de- 

scribes the basic principles of :-1.1ia.lysis-I)y-sy11t.hesis coding ba.sed on linear prediction. 

The all-pole filter of Eq. (??!I) wit 11 I he corresponding z-transform - A;z, is very 

often approsima.t.etl I)? an all-zero filter of fini t,e impulse response ho,  h.l, . . . , hL to 

simplify the co~nput,a-tions i l l  t.lw t rial of a.ll esci t.a.tion sequences. A vector notation 

can be a.clopt.ecl, as intlicat.ctl i l l  Fig. 2.8. to tlescribe the operation of the analysis-by- 

synthesis coder on a. I~locku~ise I~iisis. 1,c.t H he the ma.tris corresponding to the FIR 
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Figure 2.8: Xna.Iysis-l1y-s~~111~1-1(-~sis cotling sclleme. For every input speech frame s, 

all the escita.tion en  t.ries i 11 t . 1 ~  c.o(lclmoli are  synthesizeci 1)y A. T h e  zero-input 

response (ZIR ) resul t.i ng fro111 t . l ~ c .  prcavio~~s Srame is a.clclec1 t.o ea.ch zero-st.a.t,e response 

(ZSR) obtained to  !;icltl a t rial reconst ~.~lc.tcvl speech vect.or 5. Based on t,he minimiza- 

tion of a,n error crit.wion. I lwst i ~lrlvs i s  selcct,ecl a.nd t,ransmi tted to  the receiver 

to  enahle speech reconstr~~c.l i o ~ ~ .  



filter ( h . 0 , .  . . . h L )  given I)!.: 

H = 

With S being a. vector representing a, frame of L reconstructed speech samples and 2 

a vector denoting a fra.me of L quantized residual samples, 

- 
s = [ s ( ~ ) . a ( ~  + i ) . .  . . ,.+ + L - I)] T 

T (2.31) S = [ . ~ ( 1 1 ) . . 1 - ( 1 1  + I ) .  . . . , .? (I? ,  + L - I ) ]  

the  filtering opera.t.ion of (2 .2 ) )  is approsinia.t.et1 I>y 

where ?, is the zero-input wsponse of' the all-pole synthesis filter used to  reconstruct 

the  speech at  the current frame. 

The error criterion E is con\-cnt ionally chosen to  be the least-squares criterion 

expressed as: 
- T 

c = ( S  - S )  (S  - S). (2.33) 

It ca.n be rewritten wit11 ( 1 ~  11(dp ol' Fil. (2.32) as: 

where x denot,es a frame of unquantizcd open-loop residua.1 samples, q = H - ~ Z ,  and 

q its unclua.nt.izeil co~nt~crpart , .  The  c o d ( h o l <  esciba.tion entry 2 that  yields the mini- 

mum error € is select~etl t'os s!.nt I-wsis. TIIP al)ove error criterion is the basis of the class 

of analysis-by-synt.llesis cotlcrs I)asc~l on 1inea.r prediction. Some &tempts of directly 

quantizing the rcsitlr~al \.ector iristc-'ail ol' 1-he coclcl)ook selection procedure ha.ve been 

made, but they proved not, 1.0 he as cf-fic.iclnt. a.s a.nalysis-by-synthesis techniques. 

The design of the esc:il.i~t.io~~ co(l(~l)ool; is closely rela.tec1 to  the c.ha.ra.cteristics of 

the speech resicl11a.l. Escit-ill i o ~ ~  scr111~11c~c~s i n  t.he ewly coders were generated stochas- 

ticdly, a.ssuming a C:a11ssi:111 clisl ril)l~t io11 (\\.hit(. noise) for t,lw residua.1 samples [lo]. 



Since then, much more structured sequences lmve heen crmted, stemming from the 

increa.sec1 knowledge almtit speech signa.1~. The most a.clvanced coders toclay exploit 

the pitch struc.t,ure remaining in the resic1ua.l signal, and some make use of codebooks 

trained on a large speech da.tabase. 

A sample of the qua.nt,ized residual, ? ( n ) ,  can be viewed as consisting of two 

contributions: a, periodic component at a, 1a.g d, ~ ( n  - d )  scaled by a gain P,  and a 

non-periodic component E ( 7 t ) :  

Each contribution has heen ~wlesigned and optimized over the years, every time 

improving the ~ > e ~ e p t , ~ ~ i ~ l  clualit,>l ol' the crlcotlecl speech. The periodic and 11011- 

periodic  component.^ are ~io\v inttmlucc(l separat,ely. 

2.5.1 Pitch Contribution to the Excitation 

The periodic contril~ut.ion to the escitatio~l signa.1 is the outcome of a pitch prediction 

(long-term prediction) filt.er. The simplest. model for the predictor is a single tap 

transversal filter, of ta,p deli~j. (1 m c l  a. filter gain 13. The tap delay d and the coefficient 

p are usually a.da.ptec1 on a. l>locl;wise 1)asis for the optimal predictor for a frame of 

original speech sa.mples. The t,ap rlcla\: range corresponds more or less to the pitch lag 

range in natura.1 speech (20 to 1-10 san~ples for 8 kHz sampled speech). Optimization 

of the pitch prediction filtcr parameters \ \ r i l l  be extensively discussed in Chapter 4, 

but it is informal t.o mention for the time being that pitch prediction is efficient the 

most when it. is perfo~mecl i l l  a cios&l-loop Sa.shion. The periodic contribution to the 

excitation signal is t,hl~s ;I sc&d \wsion of a, frame of past reconstructed residual 

samples. Closed-loop prctli cl.ion is in  many cases modeled a.s an adaptive codeboob 

containing overlapping esci1.a.t ion scqllcvces [%I. The best adaptive codebook vector 

is the one closest in t,hc least. s q ~ t a ~ w  smse (or a.ny other variation to this criterion) 

to a target resid11a.l. Significant, hit sa.\,ings ca.n he achieved if one has an approximate 

estima.tion of the ta.sget locat.ion i t 1  t . 1 ) ~  tl1rtlt.i-clime~~sional space the cotlehook defines 

(i.e. an estima.tion of the c o i ~ ~ i ~ l g  lag \ y i l I ~ l ( ' ) .  

Multiple t,ap pit.c.11 pscdict.ion li1tcv.s pso\ritlc Irigller prediction ga.ins a.nd better 

overa.11 sul~ject iw clttali t!. 111a11 o~lc~-tap lilt c w  i n  S r r l l  coders. Three-t,ap pitch psediction 



filters a.re of common usage i n  coders tl1a.t can a.fforcl to a.lloc.a.te extra hits for the filter 

coefficients. The 11a.rmonic st.ructure and tlie spectral envelope of the reconstructed 

speech signal are I)et.ter cant rolled with mult.iple tap pitch predictors. Fractional delay 

pitch predictors record almost the same performance as three-tap pitch prediction 

filters [25]. The t,ap delay in such filters is allowed to assume non-integer sample values 

of speech. Very efficient int.erpola,tion procedures for non-integer sample resolution 

are described in C!ha.pter 4 ,  dong wit,l; st,a.bility issues and predictor optimization 

met hods. 

In the speech reconst,ruction stage either in the encoder or the decoder, the ex- 

citation vector is passed through a pitch prediction synthesis filter (all-pole) to add 

a, periodic st,ructure t.o t.hc signa.1. then t.he outxome is fed to the linear precliction 

synthesis filter t,ha.t t.a.l;es care of t . 1 ~  f'orma.nt. structure. R.eversing the filtering order 

has also been tried. hut. c l ~ ~ e  to the tliscont,inuous changes of the tap delays of the 

pitch prediction filt,er, tliscontil~uor~s wa\dori-us resulted. Minor clicks were hea.rd in 

the reconstructecl speech arltl lower overall prediction gains were obtained [21]. It is 

therefore more effecti~~e t.o pla.ce the short-t.erm prediction synthesis filter after the 

long-term synthesis filter w11e11 reconstructing the speech signal, with the order being 

naturally reversecl in the a.nalysis stage. 

2.5.2 Non-periodic Excitation Contribution Generation 

Once the pitch st,ructure of t lie speccl~ frame t.o be reconstructed has been determined, 

the periodicity is rernovcd I'ronl the open-loop residua.1 with the help of a long-term 

prediction error filt.er. The rema.ining t.a.rget signa.1 has characteristics very close 

to white Ga.rissian noise. al~tl ca.11 1)c usctl for tlie cletermina.tion of the non-periodic 

excitation component. < ( I , ) .  Sonie of t.110 ~net.hods to be descril~ed have originally been 

implemented w i t , l ~  no prior pit c.11 pretlic.tion. hut all current coders include long-term 

prediction t.ec1111iq11cs. 

il4ultipul.qc: I,inwr. Pr.rrl;cliorr codi r~g  ( XIPLP) wa.s the pionneer in the class of 
r 7 analysis-by-syl-1 t licasis c.oc1~1.s. i his t.cc11 I I  icl~ie sea.rches in ea.ch target fmme for the 

best location m t l  a.tnplit utlc of a pr~lsc. i l l  a. single pulse excitation vector, subtracts 

this vector from the t'a.rgc.1 f ' l . m l  1.0 for111 a ~ C \ V  t.a.rget vector, then recursively repeats 

all the previous s t q ~  r ~ n t . i l  I llc 11rirnlw1 ol' allo\~cd pulses i n  the excitation vector ~ ( n )  is 



reached. Fa.st a.lgorit.llms to cletermine t.he ni~~lt,ipulse escit,a.tion vector and to jointly 

reoptimize the amplit,ude ot' all pulses tlet.erminec1 so far in the iterative procedure 

[26] have made this technique a.ttsa.ct.ive in ma.ny practical a.pplications. 

A derivative of the h4PLP tecllniclue is the Regular-Pulse excited Linear Prediction 

(RPLP) method. The excitation vector in t,llis case consists of a train of regularly 

spaced pulses. The offset. of the pulse train is determined first by matching as closely 

as possible the target vect.or, then the inclivicl11a.l amplitudes of the pulses are opti- 

mized a.ncl encocletl [XI. 

Nevertheless, the coclelmok lookup procedure rema.ins the most widely used tech- 

nique to encode the non-periodic excita.tion component in a.nalysis-by-synthesis coders. 

All new speech coding st.a.11t1al.d~ (16  kh/s and below) make use of the algorithm 

developed by A t.al [%I. l ino\~n as  C'odr E.rcite(1 Linenr Prediction ( C E L P )  coding. 

Described in simple words. t.1li.s: met'l~od sea.rches in a fixed coclebook of excitation 

sequences for the best. i.ec1.0~ t,ha.t minimizes a, lea.st squares based error criterion 

between origina.1 and reconstr~~ct,ed speech frames. With the elaboration of fast com- 

putation methods for t,he C'ELP algorit,hm, this latter very quickly became the most 

efficient and economica.1 coding techniq~~e,  yielding good quality speech at around 

4.8 kb/s and nea.r-t.011 q11a.lit.y speech at S kl>/s, upon which secure and mobile com- 

munications syst.erns rel!. [29.:30]. A good I>et for achieving toll quality at 8 kb/s is 

to minimize a.ll t . 1 ~  ol)ject.ionahlc perceptual clist.ort.ions incurred by the CELP algo- 

rithm, sta.rting with the a.pplication 01' t11e ma.sliing properties of the human auditory 

system. In view of the crit.ical importa~lc.e t,lla.t the coding scheme developed in this 

thesis places on the CET,P cotli~ig tecll~~ique, the basic algorithm will be detailed in 

the last section of t l~ is  cha.pt,er. 

2.6 Auditory Perception in Coding 

The ultirna.t,e jr~tlge of t . 1 1 ~  cotling q ~ ~ i l l i t ~ -  is a.ft.er a.ll the human e x .  An increased 

knowledge of the spec11 sigr1a.1 p~m-cssi~~g t11i1.t t,alies place in the auditory system will 

certainly help tlcvisi~~g i . c ~ l ~ ~ ~ i c l r ~ c s  to rcdr~ce not,iceahle clist.ortions in reconstructed 

speech. The t.rmcl i r i  I~igll c l ~ ~ a l i t . ! .  c:otlc>rs 11;)s Iwen to move away fror-n objective 

distortion crit.eria, slic11 as t I I ( :  Icasl scllli\l.('s or n1ca.n squa.red error to adaptive criteria 



putting more empliasis 011 the 1111rna.n a.utlit,ory perception cha.racteristics. 

The first level of speeclr signal processing 1)y the ear is clone at the basilar mem- 

I~rane level. The processiilg is ecpivalent. 1.0 passing the signal through a bank of 

filters of increasing hanclwiclth with frequency. Each bandpass filter selects a por- 

tion of the signal spectrum and the strengt.hs of the signal are translated into firing 

patterns. The firing ra.tes of the auditory nerve are highly non-linear and vary for 

different frequency ha.ncls [S]. Due to the overlapping bandpass filters preprocessing 

in the auditory periphery, t,lie nzn.sking phenomenon occurs frequently. Two types of 

masking are encountered; spectral masking is said to happen when a louder signal 

renders another signal close to it in frequency inaudible. Also, in some frequency 

bands, the sensitivit~7 of t.li(. ea.r t.o t,he signa.1 st,rength decreases with increasing sig- 

nal energy [S]. On t.he ot,11c~ h;~ .nc l .  a. signal ca.n be maskecl in the time-domain if it 

immediately follows t.lie enel of a. louclc~ signa.1. 

The first conclusion 1.ha.t can Iw ~iiaclc from t,he spectra.1 masking phenomenon is 

that the human a.uclit.or!- y - s t . e n ~  has acccss t,o only a, pa.rt of the information contained 

in the speech signal. This 1ia.s Ixeu tl~oroughly exploited in speech coding. Suhband 

coders [8] for insta.nce esploitcd t.he reduced resolution of the ear in certain frequency 

bands by allocating clifferellt. hit.  ra.t,es to a. set. of linear prediction based coders spread 

along a set of clist,inct frecl~wnc~. I)a.ntls on t,lie speech spectrum range. The highest 

bit rates were assigned t.o t,Ilc. lower f'~.cyuency Ixmds where the ear is most sensitive. 

Other methods tra.king atl\.illit.a.ge of spclct.ra.1 ma.sking will be introduced in what 

follows. Time-doma.in masking. on the other ha.nc1, wa.s never exploited in coding 

techniques. 

2.6.1 Spectral Perceptual Weighting 

The CELP cocling algorit.l~~ll opcrat.es 0 1 1  t.he full signal energy band. Rather than 

splitting the signal spectl~un~ int.o t1ist.inc.t. cnergy hands, a form of spectral weighting 

can be incorposatctl in t.lw cb~.sor criterion clcri \d in Ecl. (2.34) emphasizing thus cer- 

tain frequency rcgio~~s  I I I ~ I Y ~  t . l l i~.n ot,lless. T l i c !  perceptual distorion clue to quantization 

errors is less percc4\d)le i l l  l~igll c-.nc.rg\. regions of the speech spectrum. Thus, larger 

quantimtion errors can Iw al lo\\*cd 1.0 oc.c.i~ I. i I I  forma.nt regions of the spectrum. When 

pet.ceptucilly rr~r.iyhtc.tl \ w s i o ~ i ~  ol' I 1 i c ~  origit~al and rt~const,ruct,ecl speech fra.mes are com- 



p r e d  instead of a direct error eva.lr~ation. a, great deal of the noisy disturbances and 

reverberat,ions i n  the reconstruct.ed signal a.sc suppressed. T h e  noise-weighting filter 

is commonly a. Imle/zero filter ba.sed on the pa.rameters (LPC coefficients) computed 

in the linear prrrliction ana,lysis [3]. With - being the synthesis filter associated 

with the 1inea.r psetlict.ion filter F ( 3 ) ,  the a.daptive noise-weighting filter W(z)  is given 

where 7 (noise weighting or ba.ndwidth expansion factor) assumes values between zero 

and unity. Cha.nging t<he va.lue of y moves the poles of W(z )  radially in the z-domain 

(clecrea.sing 7 moves the polcs inwascl). Pcrcept,ua.l noise weighting has proven to  be 

so effective t1ia.t it .  11a.s 1)een dficientl\' accornoclatecl with the CELP algorithm, as will 

be shown in t,he nest. sect.ion. 

2.6.2 Postfiltering 

T h e  perceptual noise present i n  t,he reconstsucted speech signal can usually be atten- 

uated or removed I q  postfiltering. All-pole ant1 pole/zero postfilters have been used 

to enhance the formant st.ruct.ure of t.he t.ra.nsmitted speech. Adaptive postfilters 

[29,31] based on the LPC! pa.ramet.ers have proven to  be  very effective in enhancing 

the perceptua.1 clua.lit,y o l  t . 1 ~  coder alt l1o11gI1 t,hey resulted in lower objective measure 

values. Deta.iled tlescript,ion and performance of a.da.ptive postfilters will be reported 

in Chapter 5 .  One must Iw carcfr~l. h o w ~ - e r ,  in ta.ildeming situations where severe 

distortions might. occus  it 1 1  post~filterirlg Iwca.use of the modifications brought to the 

formant structure. 0pt,i111 izat.iorl t , ech~~iq~res  fos the postfilter in multiple encodings 

schemes a.re cletailetl i n  [:3 1 1.  

2.6.3 Harmonic Noise Weighting 

Spectral noise wcigll t,ing ~ ~ ~ c , t . l ~ o ( l s  i n  t ro(ll~cecl in Section 2.6.1 exploit the noise ma.sk- 

ing c a p c i t y  of t,lw s p w c l ~  signal c l r ~ c -  t o  t I I V  I'osrnant structure. This helps emphasizing 

some of the perccy~t.~~a.Il!. sigrli fic;lr~t S(w1 I I ITS of the signa.1. Enha.ncing the periodicity 

of the voiced rcgior~s i 11 t 11c. r w o ~ ~ s t  S I I ~  c d  specdr 11a.s also been the concern of many 

who looked int.o r~s i r~g  a nrorcl oc~r~c~(~1)1,11~11Iy a ( .c~~ra t ,e  waveform matching criteria. This 



is equivalent to acwnt.uating the 1la.rrnonic structure of the speech spectrum, thus re- 

moving the noise Iwt\r.een 1la.rmonics. To t.liis end, attempts of pitch postfiltering [32] 

a.nd pitch prefiltering [B] Kere ca.rried out on the reconstructed speech, after the se- 

lection of the optimal excitation vector. These techniques do not however take place 

in the analysis-by-synthesis iterations and clo not contribute therefore to  perceptu- 

ally improving the ma.t,clling criterion. Anotjher approach known as the constrained 

excitation [:3:3] t,rea.t,s the CXLP excitation as a, sum of a.n ideal excitation and an un- 

desired noisy component. Improvements of the subjective clua.lity resulted by lowering 

the scaling ga.in of t.he coclel~ook excitation vector t o  a suboptimal value, achieving 

noise suppression. Such results clea.rly prove that  even the incorporation of spectral 

weighting in the ClELP error critcriou i s  still insufficient. Pitch adaptive comb filter- 

ing of the excit,a.tion compot~ent.s ['29] also l~elpecl remove the noise by a.ttenua,ting the 

energy of the escit.a.tion spc~ t - r r l n~  I)et.\veeu ha.rn1onic.s. 

A very efficient way of a.t,tenr~a.ting the int.er-ha.rmonic noise was recently intro- 

duced by Gerson and .Ja.siul; [:HI. On t.lw sa.nw lmseline of the spectral noise weighting 

methodology, t.hey clevelopcd the H(lrn~owic Noise Weighting (HNW) technique that  

exploits the noise ma.sliing potcnt,ia.l of the ha.rmonic structure of the speech signal. 

To fully take a.tlvantage of the noise masking phenomenon from both short-term and 

long-term correla.t3ions, a, harmonic noise weighing filter C ( 3 )  is cascaded to  the spec- 

tral  noise weighting filter I . l*(z) .  The  TIN\\' filter is an all-zero filter of the form: 

where D is the pit.cll period and :jk t l l ~ '  pitch prediction filter coefficients, optimized 

in a closed-loop hshion for i\. frame of speech samples. e, is a parameter tha t  specifies 

the amount of ha.rtnottic noise \vclight.ing t,o l x  a.pplied. T h e  error criterion reveals to 

he more perceptua.lly a.ccurate wlwn sp~ctra.lly a.nd harmonically weighted versions of 

the reconstructecl a.ncl t lie o r ig i~~a l  spewll a . 1 ~  ma.tchec1. An even better performance is 

achieved when srilxa.mple rc\solut.ion i s  allowed in the HNW filter t ap  clela.ys, especia.lly 

when it is used in conj11nc.t ion \ v i t l ~  a t'~.i~c-t.io~ia.I tle1a.y pitch preclictor. As expected, in- 

corporating the Iia.~monic 11oisc3 \vcigl~t i 11s t . (~.h nirl~le in the a.na.lysis-by-synthesis loop 

increases the C'ELP a.lgor.il Ill11 ( w ~ ~ i p I ( ~ s i t ~ ~ ~ .  1)i11: suggestions to  reduce this complex- 

ity, listed in [:3:1], c lc l~ io~is~  rat c. t l1i11 t l ~ v  it~il~Ic~iienta.t,ion of the HNW technique can 



combine afforclal)ility antl c.Lficicncy of performance. A full description of the I-INW 

design methoclology and the corresponding perceptual coding improvements (despite 

lower objective measure scores) are postponetl till Chapter 5 .  

The CELP Algorithm 

The CELP algorithm was seen previously to belong to the same class of coders to 

which MPLP a.nd RPLP coding schemes belong. These coders treat samplecl speech 

on a frame-by-fra,me basis, t.ransmitting to the decoder the index of the best codebook 

excitation signal sucept,il,le of genera.t,ing upon synthesis a. reconstructed speech frame 

tha.t ma.tches hest, t.lie origit~td specd~  f ~ ~ a m e .  The degree of matching is measured by 

a, perc.ept,uall~~ wcight.etl cs~ms criterion and a n  analysis-hy-synthesis iterative search 

determines the opt.itna1 intles of' the cxcitat.ion that minimizes this error criterion. 

The speech synt.hesis is acllie\wl 1 ) ~ .  all-polc filtering the selected excitation vector, 

where the filter coef5cient.s a.re tleterminecl in the LPC analysis stage (c.f Section 2.4). 

In addition, a.ll current cotlers I)a.secl on the CELP algorithm with a coding delay 

exceeding 5 ms inclucle lotig-t.crm p ~ ~ ~ l i c t , i o n  filt,ering in their synthesis stage. Such 

filters can be viewed either a.s to 1)e adding a. scaled periodic structure to the selected 

codehook excita.t.ion, or as at1apti1.e coclehooks (tbr the l-tap pitch precliction syn- 

thesis filter case) wi th a s t .~ .uc t ,~~re  si milas to t.11a.t of the fixed excitation codehook. 

The filter coeficient is itlte~yret,etl as a gai ti value that scales the ada.ptive codebook 

entries, which are in fa.c t past "pi t,cl~" synthesized excitation vectors. The second 

representation of pitch sj-nt llesis will he adopted in the CELP configuration of this 

section. Coclebook atlapt.a.l ion and t.sa~~sversa.l filter structure of the pitch spnthe- 

sis operation will be cliscussetl i n  C'lia.pt;er -1. Fig. 2.9 shows a basic CELP coder 

with spectral a.nd ha.rmon ic noise \vc>ight.ing of t,he original and reconstructecl speech 

applied, a.s well a.s pit,cll ptwlict,ion c.apal)ilit.ies incorporated. Fig. 2.10 is a more 

efficient struct,rlre of tllc (I'l'T,P cotlcr rnit.11 filt.cring rea.llocations and simplifica.tions 

ca.rriecl out . 
.4s can be seen from Fig. ',>.!I an t l  Fig. 2.10, t.wo codebook indices ( i  and the pitch 

predictor ta-1) t1ela.y t l )  all(l 1 \\.o ( ~ l l i \ t ~ I  imd gilili \.a.lues have to he tra.nsmitted along 

with the LPC1 coc~fficicv~ts i t 1  ortlcr 1.0 t~~c.o~ist;ruct. the speech signal S ( n ) .  Optimiza- 



.PC analysis Pitch analysis 

Figure 2.9: Basic CELP encoder including spectral and harmonic noise weighting. 

The pitch synthesis filter is l-notlelecl as a.n adaptive codebook with entries scaled by 

P 

tion of the codebook illdices and gains can Ile performed jointly at the expense of a 

higher computational complexity [21]. However, in view of the resemblance between 

the adaptive and the excita.tion ~0deb001i structures, sequential optimization can be 

carried out, trading off optima.lity with complexity reduction, if the minor degra- 

dation that results in cocliiig clidity is a.cceptable. Supposing that the quantized 

excitation X(n) consists only of a. periodic component (excitation codebook entry set 

to zero), the optima.1 c1ela.~- (1 and coefficient 13 can be selected in an analysis-by- 

synthesis procedure. A new ta.rget vect,or x(11) - /%,ptX(n - d)  is computed and the 

excitation codebook elements (index i and ga.in G) can now be optimized using the 

same procedure for this new ta.rget. To keep the description of the CELP algorithm 

genera.1, the escit,a.t,ion \:eCt,or Z(11) will 1)e consiclerecl to have a shape-gain structure 

1351, R(n) = / ~ ( ' ) y ( ~ ) ( n ) .  The caclelmol; eut.ry y( i ) ( l l )  can either be part of a stochas- 

tically generated set of vectors. a, cletes~ni~~istic set of sequences or a trained set of 



Figure 2.10: Improved CELP encocler. The spectral weighting is incorporated in the 

synthesis to form a. weighted synthesis filter I-F(z/-/) and the spectrally weighted 

quantization error is furt.hei~nore weighted I,\: the H N W  filter to yield the error to  be 

minimized. 

trial excitations. The gain / I ( "  helongs to the set of the gain quantization levels. It is 

very important to notice t h a t  the time ir~tles n used in the previous vector notations 

to indicate the beginning of' a frame will  Iw implicit in the coming derivations. 

2.7.1 CELP Algorithm Description 

Fig. 2.10 clearly indicates t11a.t both t,he residual vector x and the trial excitation 

Cl(i)Y(i)  are pa.ssecl through t . 1 ~  dl-pole weighted synthesis filter. The coefficients 

of this filter (a.ssuming a. tra.nswrsa.l s trrrct~~re)  a.re the LPC coefficients computed 

in the ana.lysis st.a.ge, { ( I . ~ ) .  multiplied I,?: powers of the noise weighting factor y: 
2 yal ,  7 (4,. . . , ?'ak. Wit,ll t.he 1engt.h of the current speech frame to be coded Ixing 

N, the weighted syitliesis f i l k r  - call I)e aplxoxirna~ted by an FIR filter of impulse 

I:! 



response lzo, h l ,  . . . , lt,\i-l. The all-pole filtering of a, single resiclual frame x can be 

performed by a convol~~tion of the impulse response {lzk) of the approximation filter 

with the samples of x. \I,-rit,t.en in a nlatris form, the convolution becomes H x ,  with 

the matrix H  being a.n N I>y N lower trimgular with Toeplitz property: 

It is critical t,o not,e t1la.t t,he filt,ering opera.t,ion Hx yields the zero-state response 

(ZSR) of the rveiglrt,ecl synthesis Alter -. The weighted speech can actually be 

obtained by a.clc1ing t.he zero-input response (ZIR) of the weighted synthesis filter 

(upper branch of Fig. 2.10). z. t.o t.he out.come of the convolution: 

The computational cost resulting from the adclition of the ZIR of the weighted 

synthesis filter for ea.ch codeb001i escitation entry in the analysis-by-synthesis loop 

can be avoided by defining a, new ta.rget vector to match, t. It consists of the open- 

loop residual vector with t l ~ e  compensation for the quantization errors that occured 

in previous fra.mes a.clclctl: 
1 t = X - H -  Z. (2.40) 

The cluantiza,tion of this new ta.rget \;ect.or follo\vs the selection process of the shape- 

gain vector p ( i ) y ( i )  tallat mi~limizes the least sqmres dynamic error criterion: 

One can minimize \\.it 11 respect to the gain / L ( ~ )  to obtain the following optimal 

scalar value. 

then use this va.lue i n  tile cwor criterion of Eq. (2.41). However it is more of a 

common pra.ctice t o  cli rcct I!. rlsc t,llc' c j r l i ~  ntimttion level va.lues for a.ncl select the 

one tha.t yields the m i ~ ~ i l ~ i r l ~ ~ i  cwor. 



The  introduction of perceptual ~veighting to the sj.nthesis filter reduces the effec- 

tive length of the finite impulse response approximation. The  impulse response of the 

all-pole filter ( 1 1 , )  can thus I)e truncated after R samples, for a value of R less than 

N. The modified H  ma.tris I~ecomes: 

The  weighting matr is  H ~ H  ren~a,ins symlnetric but becomes also a Toeplitz band 

matrix. The  symmetry inferred to the error criterion is a major asset for the elabo- 

ration of fast algorithms in t,lle scope of reducing computa,tional complexity. If the H  

matrix of Eq. (2.38) is used in the error critterion, the CELP algorithm is said to be 

based on the c.ova,riance approach. On the ot,ller hand, the a,utocorrelation approach 

[26] results from using the modified error criterion with the band matrix H  of Eq. 

(2.43); the symmet,ric ma.tris H ~ H  contains the a.utocorrelation of the truncated irn- 

pulse response. The  \~orIi  in [-I] sllows t,lla.t. both a.pproaches lead to  sensibly the same 

subjective and objective l>erl'orrnances. However, the additional Toeplitz property of 

the matrix HTH that results from tsunca.ting the impulse response of the weighted 

synthesis filter after R sa.mples lea.cls to efficient computation techniques for the error 

criterion. Finally, the clynaiuic ~ ~ a . t u r e  of the weighting matrix H ~ H  eliminates the 

possibility of using esta1)lisliccl fa.st s c ~ ~ c l i  techniques from frame to frame, such as 

tree searches. 

2.7.2 Computational Complexity 

The assessment of the computntiol~al complcsity Sor the CELP algorithm is obtained 

I)y counting the ~ i u r n l m  of opcutions scqt~ired to evaluate the error criterion of Eq. 

(2.41) for a speecli fsan1(1 01' Icwgtll .\'. l?spantling the error criterion, a constant 



term tTHTHt results a.long with a cross-correla,tion term t T ~ T ~ y ( i )  and a.n energy 

term y ( i ) T ~ T ~ y ( i ) .  The constant t.errn does not interfere in the search for the best 

excitation vector, a,nd t,l~us does not need to he evaluated. 

The const,ant. vector HTHt can be computed first in the evaluatioll of the cross- 

correlation term. Not including the overhea.d, !V operations will be then required to 
T 

compute the inner procluct. (HTHt) g ( i ) .  The consta.nt vector is obtained by first 

computing the convolution Ht ( N (M + 1) /2 operations) then the "time-reversed" 

convolution H T ( ~ t )  ( N ( N  + 1)/2 operations) assuming that the lower triangular 

matrix H of the cova.ria.nce approach is used. Sinlilarly, N(N + 1)/2 operations 

are required for the cornput,a.tion of the convolution H ~ ( ~ )  for each codebook vector, 

followed 1)y N operations for, the inner product to yield the energy term y ( i ) ~ T ~ y ( i ) .  

A total of N ( N  + . 5 ) / 2  opera.t.ions is therefore required for each iteration (codebook 

vector) in the analysis-by-sjrnt.hesis loop? wit.11 the added overhead of the constant 

vector H ~ H ~  computa.tion. In a. scenario where a.n a.claptive codebook of 256 entries 

and a fixed codebook of 1024 entries are employed, a frame length of 40 samples 

yields about 230 million operations per second for a sampling rate of 8 kHz. The 

performance of today's genera.1 purpose digital signal processing devices reaches 50 

million opera.tions per second! The urge for computa.tiona.1 expenses reduction is very 

serious in order to nmke red-time implcrnent.ation of the CELP algorithm possible. 

The design of fast techniques that, reduce the cornputa.tiona.1 effort of the CELP 

algorithm ha.s been a, major concern of resea.rchers. Detailed description of these 

techniques will not be given o r~ t .  hut, some of them will be briefly mentioned. The 

most common fast algorithms consist, in  reclesigning the excitation codebook. Center 

clipping of the stocha.st,ic ~ o d e b o ~ l i  reduces significantly the effort in computing the 

convolution ~ y ( ; ) ;  a zero sample in y( i )  a.llows the skipping of an entire column of 

H. The 90% zero popu1at.d coclel)ook \vit.ll the remaining samples generated from 

independent identically dist,rihutecl ( i i c l )  Ga.ussian processes yields the same speech 

quality obtained with a. stoclmstic coclel~ook [ :3G] .  Ternary codebooks, where all the 

non-zero samples were eit,her set. to 1 or -1 [:lo] provided improved speech quality 

when compa.set1 to iicl Ga,ussian cotlcl~oolis. tI!ent.er clipping of the ada,ptive codebook 

resulted, however, i n  s e r io~~s  speech clr~ality degra.cla.tion a.nd is therefore avoided. 

Pre-selection techniques leacling t.o ni~~lti-sta.ge sea.rch procedures ha.ve also been 



applied in order to reduce the set of ca.ntlic1at.e excitation vectors [XI. The non- 

weighted error criterion ca.n for exa.mple be used to select a predetermined number 

of candidates froin which minimization of the weighted error criterion will determine 

the optimal excitation vector. Pre-selection tec.hniclues are actually more effective on 

the adaptive codebook rather than on the fixecl codehook, in view of the periodic 

structure of the speech fmme a,nd the codebook entries. Generalization of the two- 

stage vector quantiza.tion t.echnique (a.da.ptive and stochastic codebooks) leads to 

successive stocha.stic coclebook yuantiza.tion sta.ges [37]. h3ultiple stage searches can 

noticeably reduce the complexity of the CELP algorithm, but less efficient encoding 

of the speech signal is suceptible. 

A wide variety of other methods have been suggested since the introduction of the 

original CELP a.lgorithm. Among those, t.ra.nsform methods such as Singular Value 

Decomposition (SVD) and Disc.ret.e Fourier Tra.nsform (DFT) techniques introduced 

in [38] are commonly employed. Clotlers t11a.t afford a large amount of storage 

include lookup tables to store a.11 t.he possible d u e s  of the weighting matrix HTH 

and the vectors H ~ H ~ ( ~ ) .  Significant. compu ta,tional savings in the evaluation of the 

energy term H ~ H ~  and the cross-correla,tion terms t T ~ T ~ y ( i )  result. Algebraic 

codes [39] along with energy stora.ge ta.bles have a.lso lead to  fast algorithms for the 

computation of the cross-c.orrela.tion terms. La.stly, recursive methods that rely on 

codebooks with overla.pping entries 1la.w been. investigated. The interest in such 

methods stems from t,he inherent st,ruct'ure of the adaptive codebook, where the shift 

between adjacent candic1a.tes is of one pitch cycle (for a pitch lag larger than the frame 

size). These procedures ca.11 Iw ea.sily a.pplied to the adaptive codebook entries and 

even extended to the ca.se where the pitch 1a.g is smaller than the frame length. 

2.8 Conclusion 

Although 1inea.r preclic t i w  scl~enles provicle only a cursory model of the vocal tract, 

their performance in speech coding applica.tions has been more consistent than phys- 

iologically inore a.ccura.te ~notlels. Varioris t.ec.hniclues of estimating the predictor 

parameters were cliscussecl estcnsivel?;, lcatling to the conclusion that each method 

was appropria,te for a, wrtain cotling en\ilwlment. Low-delay coders woulcl employ 



for example 11ack~ascl precliction, in w11icIi ca.se a single high-order (p=.50) predictor 

could be used, a.nd for which a, souncl procedure to optimize the LPC! pa.ra.meters 

would he the Ba.ruwell a.utocorrela.tion met~llocl. If the delay recluirement is more 

loose, a casca.cle of a. 3-tap long term predictor followed by an order-10 short term 

predictor exhi1Iit.s a, satisfa.c.t.ory performa.nce in 110th objective measurements (predic- 

tion gain) and subjective evaluation. The Comriance parameter estimation method 

yielded higher prediction ga.ins t11a.n the Autocorrelation method, but turned out to 

be less numerically well-beha.vec1 ancl did not guarantee sta.ble synthesis filters. 

Linear prediction based ana.lysis-by-synthesis coding exploits many of the advan- 

tages of linear predictive cocling while allowing speech coders to operate on a frame- 

by-frame basis. At the espense of a.n increa.sed coding dehy, high-quality coded 

speech is maintained with further bit rat,e reductions. Among all coders belonging to 

this categoty, the CELP algorithm distinguishes itself for its conceptual simplicity , 
its high performance a.ncl it,s affortla.l>le implementa.tion with the existing technology. 

An increased knowledge of t'lle huma.n a.uclit,ory percept,ion contributes to enhanc- 

ing the perceptua.1 quality of CELP type speech coclers, proving thus the suboptimal- 

ity of the original 1ea.st squares error criterion. Appropriate modification of the error 

criterion, namely by spectra.1 and 11a.rmonic noise weighting of the original and recon- 

structed speech frames, suppresses much of t,he objectionable clistortions tl1a.t existed 

in earlier CELP versions. Post,filtering hclps a.lso enhancing the spectra.1 structure of 

the reconstru~t~ed speech. 

Finally, a good performance of the (?ELI' algorithm inevitably requires open-loop 

or closed-loop pitch predict.ion. The lat.t.es form seems to be more efficient, considering 

that the closed-loop pitch ~mclictor can he int,erpreted as an adaptive codebook of 

overlapping ent.ries. hIa.11~- of the fast. algorit.hms ca.11 thus be applied to the adaptive 

codebook in order to regenc.ra.t.e t'lw pitch s ts r t~c  ture in the reconstructed speech. 

It is therefore only logical tha.t,, in \.ie\\l of its high speech quality and the existing 

fast computational a.lgori t,ll ms, t,he CELP 1ia.s hecome the most adopted technique 

for speech cocling a.pplica.t.ions at. ~ ' i ~ t c ~ s  ranging from 4 kb/s to 9.6 kb/s. Toll quality 

could very well I>e wit,lliu I T R C I I  i l l  a (-'l?T,l' cotling scheme operating at 8 kb/s. 



Chapter 3 

Quantization of LPC Parameters 

3.1 Introduction 

The LPC para.met,ers c.omput~etl a.t t.he a.na.lysis stage in a coding scheme represent 

the spectral envelope infornla.t.ion for inter\,als where the speech signal is a.ssumec1 to 

be stationary. These pa.ra.met.ers are very oft,en tra.nsmittec1 as side information along 

with the quantized residua.1. For nletlium a.nd low bit rate coding applications, re- 

strictions are imposed to the numl)er of I)it,s t,ha.t can be allocated for LPC parameters 

quantization. Transpa.rent clna.ntiza.tion I~ecomes then a harder task to achieve, even 

for moderate orders of 1inea.r precliction. Vector cluantizers are known to be more 

efficient than sca1a.r clnantizers in view of their hit rate reduction capabilities. In 

addition the clua.nt,iza.t,ion dist,ort.ion i n  vect.or cluantization is smaller, as the existing 

correlation between t,he LPC para.nlet.ers is exploited. 

Using the CELP mini mum energy rrit.crio11, the optimal set of quantized LPC 

coefficients can be oht,a.ined by sea.rching esha.ustively all the quantization levels. 

This procedure is however very expensive even if  one considered sca1a.r quantization 

of 8 or 16 levels per coefficient or a. \-ector qmntizer of 20 bits, mainly due to the 

synthesis filtering opera.tion. Ot,Iler clistort:ion criteria for the quantization of the 

predictor coefficients can lie tlcrivecl. \vit,ll most of them taking a,clva.nt,age of the 

human auditory percept.ion propert;ies. Such rnea.sures help decreasing sulxtantially 

the c.omputa.tiona.l cornplcsity 1)). I,ypssi~lg thc filtering operation while still yielding 

perceptually excelle~~t. ~ ~ e c o ~ ~ s t . ~ . ~ ~ c t e t l  specc.11. 



A ma.pping of preclictor coefficients into anot,her set of parameters to I x  quantized 

is very common in high-qua1ity coding schemes. The intent of such transformations 

is to obtain a hetter-beha.~~ed set of pa.ra.met.ers in the sense that the synthesis filter 

characteristics will vary smoothly a.s a funct.ion of those parameters. The set of 

prediction coefficients { a k }  la.ck this behaviour, since a small change in a predictor 

coefficient (due to a. channel error for example) can result in an unstable synthesis 

filter. The reflection coefficients {k;} a.re more often used as quantization basis, as 

they display a better 1)eha.viour. They are usua.lly either quantized directly, their arc- 

sine used, or transformed t,o log area ratios (LAR.), log [%], to render quantization 

uniform. 

Among all tlie exist,ing LPC! parameter representation domains, the line spectral 

frequencies (LSF's) a.re rela.tec1 to tlie speech spectrum characteristics in the most 

simple and straight~for~va.rt1 way. The! represent the pha.se angle of an ordered set of 

poles on the unit circle t.1ia.t. describes tlie spect,ral shape of the inverse filter. With 

the benefit of ma.ny of their structural properties, especially their localized spectral 

sensitivity to quantization errors, ma.ny sca1a.r quantization schemes and stability 

checking procedures for the LSF's ha.ve heen developed. It was found, however, that 

simple Euclidean clista.nces I~etween unclua.ntizec1 and qumtized LSF values is not a 

sufficient qua.ntiza,tion tlist,ortion crit.erion. Sensitivity analysis of distortion measures 

yields an approprin.te weigl~t~ing of t.he L S F s  in a moclifiecl error criterion. 

Although vector clua.ntiza.t,ion performs more efficiently than scalar quantization, 

computational complesi ty 1va.s i n i  tia.11~- a proldem. A predictor coefficients vector 

quantizes requires a.t 1ea.st 20 bit's to esliihit a.cceptable distortion. The potential of 

vector quantization wa.s h e r  exploited, improving the performance of coding schemes 

at high distortion levels. Product ~0tleb001i~ is one way to overcome computa.tiona1 

and storage inconveniences. This technique liowever is ha,sed on independent sets 

of parameters which a.re a.llt,ogether a. one-t<o-one tra.nsform of predictor parameters. 

Splitting the spect.ru~n into a. higll-frequency sl>eCtrum a.nd a, low-frequency spectrum 

by cascading two linear prediction filt,ers is a. direct a.pproac11 to multi-cotlebook de- 

sign [40]. Ne~ert~heless. splil.t.ing t . 1 ~  specch spectra.1 information into a, part related 

to the lower frequency regions and one corresponcling to the higher frequency re- 

gions is simplest i l l  LST: qll;wtiza.tion si~icc. i t  only requires splitting the LSF's into 



two groups wit.11 no need t,o el-a.lua.te any pole locations. Split vector quantization 

of LSF's has actually led to high-qua.lity quantization of the LPC parameters at a 

rate of 24 bits/frame [ A l l .  Further bit r a k  seduction is possible hy increasing the 

number of splittings ancl exploiting intra-frmle correlations, a t  the cost of a minor 

degradation in quality. At such rates, a.n efficient spectral. distortion measure for 

vector quantization must I>e used. The one proposed is in direct relation with the 

LSF speech spectrum related properties. kIoreover, it takes advantage of the human 

auditory system cha.racteristics, which renders it more perceptually valid. 

Large va.riations in fi1t.e~ coefficients from frame to frame can result in audible 

distortions. Thus, instead of updating ancl quantizing the LPC para.meters on a 

frame-by-frame basis, the coefficients a,re int,erpola.ted before or after quantization for 

individual subfra.mes of size va.r\:ing bct\reen 2.5 ms and 7.5 ms. 1nterpola.tion of the 

preclictor coefficients is generally avoiclcd Iwca.use of the unstable synthesis filters that 

might result. Tra.nsmit,t,ing int,erpola.t.ed valuts of the LAR, the arc-sine of the reflec- 

tion coefficients or the LSF's then t.ra~nsforniing them back to predictor coefficients 

allows on the other hand smoother va.siat,ions of the synthesis filter characteristics 

(spectral shape and sta.bilitj.) and thus improved overall perceptual quality. The per- 

formance of the interpola.tion in the var io~~s  t,ransformation domains is essentially the 

same, with a, preference going t.owml T,SF interpolation for speech frames of 2.5 ms 

or longer [4]. 

3.2 Line Spectral Frequencies 

The most popu1a.r set of transform paramet,crs a.re the Line Spectral Frequencies (LSF) 

introduced by ItAiura in 1!)75 [4:3]. The a.clvantages of the LSF7s will become very 

clear in view of t,heir properties, psovicling ea.sjr stability checking procedures, spectral 

manipulations and convenient reconversion t,o predictor coefficients. Techniques for 

Line Spectral Frequencies compi~ta.tion a.se tleta.iled first, then the, LSF properties are 

illustrated. 



3.2.1 LSF Computation Techniques 

Conversion of the predictor coefficients { o k )  to the LSF domain ( 1 ; )  relies on the 

inverse prediction filter A(:)  of orcler p, clefinetl here again for convenience: 

The inverse filter is used to construct two polynomia.1~ P ( z )  and Q ( z )  in 2: 

If the synthesis filter is st.al->le (A(:) is minimum phase), all the roots of P ( z )  and Q ( z )  

will lie on the unit circle. a.ltema.ting Iwtween the two polynomials with increasing 

frequency. The LSF's corresponcl to the a.ngu1a.r frequencies ,to; of those poles, and 

can thus be convertecl to Hert,z 11y a simple multiplic.a.tion by fs/2n, where f, is 

the sampling frecluency. A s  ca.n be seen from the definition of P ( z )  and Q ( z ) ,  two 

extraneous roots will lie on the unit circle at .to = 0 ( z  = 1 )  and w = n ( z  = -1).  

With the other roots occurring in conjugate pa,irs, p distinct LSF's can be 

therefore founcl hetween 0 and T. 

The first approa.ch for LSF comput.at.ion is a.n itera.tive scheme developed by Kang 

and Fransen [44]. From t,he plia.se s p e c t r ~ ~ m  of t.he a.1lpa.s~ filter R(z)  defined a.s: 

the LSF's are found to he t.lie frequencies where the pha.se response value is a mul- 

tiple of T .  The sa.me a.ut.hors proposecl an a.lt,ernate approach using the constructed 

polynomials G ( z )  a.ncl L ( z ) :  

for even values of 11. 

for odd values of 11, 

G ( z )  and L ( z )  can 1~ rewrit,t.en in t.err~is of t,heis coefficients a.s po1ynornia.l~ of order 



2 p ,  yielding: 

with yo and .fo being ec1ua.l to unity, nt = it = p / 2  for p even and m = (p + 1)/2 ,  

n = ( p -  1 ) / 2  for p odd. Removing the linear phase of G ( z )  and L ( z ) ,  the polynomials 

of Eq. (3.6) can be expressed a,s: 

where 
111 

Gt(.ci!) = 2 1  S; cos((m - i ) w ) ,  
I=O 

t I  (3.8) 
1 1 ( )  = 2x f i  cos((n - i ) w ) .  

i=O 

The local minima of t,he power spectra of t.he polynomials Gt(w)  and L1(.zo) correspond 

to  the LSF's. 

The other approach for finding the LSF's has been formulated by Soong and Juang 

[45]. It consists of trmsforming the coefficients of G(3)  and L ( z )  by a Discrete Cosine 

Transform. The LSF's a.re then found 1)y searching in the ra.nge w = 0 to w = n for 

a sign change in the two polynomia.ls. 

The last methocl, upon \vliicll the T,SF computation in this thesis is based, was 

proposed by I<a.l,al a.ncl Ra.ma.chanclra 11 [46]. The polynomials Gt ( w  ) and Lt(w ) are 

expanded in terms of t,lw (:~hel>~shev pol!,nomia.ls T,(s). The Chebyshev polynomials 

are defined a,s: 

The Chebyshev expansion of G1(civ) ant i  L1(cil)  yielcls 

By tracking the sign c1la.ngc.s of' t , l~e al)ovc. r~slx~risions along the i11terva.l ;c = -1 to 

.2: = 1, tlle roots a.re Sor~ncl it.cra.ti~:c>l~.. :\ si~iiplc inversion , to  = Arccos(x),  of the 

roots results in t . 1 ~  [,SF set . 



3.2.2 LSF Properties 

Many of the LSF propert.ies a.re direct,ly exploited in the cpmtizer design proceclure, 

stability checking routine a.nd the spectra.1 distortion measure. In addition, some 

LSF characterist.ics render them more robust. t.o channel errors. All the properties 

are listed in this section, 'illust.ra.t.etl when possible, with the reference to their proofs 

added. 

Starting with the polynomia.1~ P ( z )  and Q(: )  given in Eq. (3.2), the following two 

properties are proved in [45]: 

1. All zeros of P ( z )  and Q ( s )  lie on t,he unit circle. 

2. The zeros of P ( z )  ancl Q ( z )  are interlacecl. 

The first property guarantees t.he uniqueness of the LSF's while the second ensures 

that the LSF's a.re in a.scending order. It. wa.s seen that the efficient numerical com- 

putations of the LSF's Ilrielly reviewed in the previous section make use of the above 

two properties. In addition. Soong and .Jua.ng [45] have shown that if the quantized 

and transmitted LSF's satisfy t,l~ose propert.ies, namely to be unique and in ascending 

order, then the inverse preclict.ion filter .-\(z) is guamnteecl to have minimum phase 

(stable corresponding synthesis filter). 

Fig. 3.1 disp1a.y~ the LPC! spectrum of two 20 ms frames of speech with the corre- 

sponding LSF's, clepicted here in Hertz. Two atltli tiona.1 properties cam he visua.lized 

in these two LPC' spect,ra.: 

3. A cluster of two or tlisee LSF's signals a forrnant frequency. 

4. The banclwitlth of a. formant tlepenclti on the closeness of the corresponding 

LSF's. 

It is well known t1ia.t most ol' t,he speech energy is conta.inec1 i n  the first three formants. 

Spectral distortion measures call m a . 1 ~  ttsr ol' the fa.ct that the set of LSF is ordered in 

frequency, along wit:li t:l~csc~ t.\vo propert ics. to assign perceptual weights to the LSF's. 

The lower LSF's will he na.1 urall!. empl~asizecl more than the higher orcler ones. 

An additiona.1 importat11 prope~ty of' t . 1 ~  LSF's is the localizecl spectral sensitiv- 

ity. Small cl~~a.nt,iza.ttio~~ c~sors  tlr~e to il tlist;ort.ecl channel can affect the quantized 
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Figure .3.1: LPC spect,ra. oi' t,wo 20 111s s l ) c ~ c l i  f'ra.mes with the corresponding LSF's 

displayed in Hertz (vert.ical 1inc.s). 



LPC parameters. For predictor c~efficient~s, a small va.riation in one coefficient can 

clramatically distort the spcctra.l shape a.nd even lead to unstable synthesis filters. 

Fig. 3.2 displays the LPC spectra of two 20 rns speech fra.mes, where a distorted 

spectrum is overlayed on the origina.1 spect,rum. In the first frame, the sixth LSF 

was slightly modified while in the second, t . 1 ~  eighth LSF was increased by a small 

amount. It ca.n he seen t11a.t the spectra.1 tlist,ortion occurs only in the neighborhood 

of the modified LSF. The spectrum is modified a.round 1300 Hz in the first frame and 

around 2600 Hz in the second speech frame. Moreover, alteration of an LSF corre- 

sponding to a spectral va.lley results ill less spectral distortion than a formant LSF. 

This localized spectral sensitivity of the LSF's is exploited in the design of product 

codebooks for vector quant,iza.tion of the LSF's. Essentially, it allows one to split the 

LSF parameter set int.0 sul>set.s of indepenclent parameters with almost no impact 

on the chara.cterist.ics of the s\mthesis filter, a.ncl to assign different weights to each 

line spectral frequency a.ccorcling t.o its 1ocat.ion. Later sections will demonstrate the 

utility of this last property. 

Distortion Measures 

3.3.1 Motivation 

The techniques used to estinla.te t,he LPC! parameters in the previous chapter were seen 

to be equivalent to a.tternpt,s to f i t  t.he power spectrum of the associated synthesis filter 

to  tha.t of the speech signa.1 (cfSect,ion 2.4.2). In a. similar ma.nner, vector clua.ntization 

of LPC para.met,ers ca.n Iw vicwecl a.s selecting from a quantization codebook the 

LPC vector t11a.t yields t.he best, ma.t,cl~ing spectral envelope to the given spectrum 

of a short fra.me of spcecll. The ma.t.cl~ing criterion can be directly derived from 

the analysis-l)y-s\~nt,llesis error crite~.ion nioclel, lmsecl in on minimizing the energy of 

the speech error inc~irretl a.l'ter cl~lantizing the LPC para.meters. However, even with 

moderate size cotle1)ooks 01. good scalar clriant.izers (ra.te a.rouncl :30 I~its/frame), the 

computa.tiona.1 loa.cl is very large. T l l cdorc  clua.ntita.tive clistortion measures that 

directly attempt. t,o ma.t,ch 111e [.rial r,P(! \:cctoss t,o a set of origina.1 LPC pa.ra.meters 

are needed. Tl~e  I?l~cliclea~~ clistallcc Iwtwen original a.ncl trial LPC vectors have 

been widely usctl i 11 earl!. iw-t.or c111a.tl t izcw. The lilni tations of such a mea.sure quickly 
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Figure 3.2: Impact of LST: \xriat  io~l on t Ilc I,P(" spectrum. T h e  original spectra are 

displayed in  solid liries a11cl r hc tlistortcd .;pc.ctra in clashed lines. The  sisth LSF was 

changed from 1230 IIz t o  \:I00 Tlz i l l  ( a )  i l ~ l ( l  t , \ ~e  eighth LSF was changed from 2445 

Hz to  250.5 Hz in (11). 



revealed themselves in ~~nsatisfactory reconst.ruct~ec1 speech quality. Taking perceptual 

considera.tions into account. t,lle Euc1iclea.n mea.sure can nevertheless be a.ppropriately 

modified to  a.chieve high-clua.lity qua,ntiza.tion, na.mely by appropriately weighting the 

individual components of the LPC pa.ra.meter vector. 

Since the sought distortion mea.sures quaati tatively compare the synthesis filter 

(LPC) spectrum and the speech framk energy spectrum, they are  termed spectral dis- 

tortion measures. Depending on the selected domain for cpmtization, a.n appropriate 

distortion measure is used a.s a selection criterion for the value or the vector index 

to  be transmitted. The  It,a.kura.-Sa.i to spectra.1 measure, the log-area ratio measure 

and the Euclidea,n LSF dist,ance will be briefly introduced. However, with the LSF's 

being the pa.ra.nlcters t,ha.t are ql~antizetl a.nd tra.nsmittec1 in the coding scheme of this 

thesis, more effort is devot.cc1 to the design of perceptua.lly weighted Euc1jdea.n LSF 

distances, exploiting the frecluency cliscrimina.tion characteristics of the human ear as 

well as the LSF properties. 

There are other co11test.s in which those distortion measures can apply. The  per- 

formance of speech coders can for esa.mple be evaluated when quick objective results 

are needed. Criteria. I)a,secl on t.he speech spectra.1 envelope lead t o  a greater insight 

than the regu1a.r SNR objective criterion. The use of the detailed measures in such 

contexts is not attempted in this W O S I ~ .  but. results found in previous literature are 

reported. 

3.3.2 Spectral Envelope Distortion Measures 

The basis for defining a.ncl co~npa.ring thc spectra.1 envelope distortion measures is the 

comparison of the origina.1 speech LPC' spectrum obtained from the synthesis filter 

l /A(z)  and the energy spectrutn of t.he s!-nt.lmis filter associated with the quantized 

LPC paramet.ers, 1/A1(:). 1'301.11 a . t t empt  to accurately model the energy spectrum of 

the speech signal taken on i\ franie-I,\.-l'ra.me I>a.sis. 

The Itakura-Saito measure 15' is clil-t~ct.1~~ rehtecl to the logarithm of the original 

and cluantizetl LPC' spect.ra [42]. It, is t l c f i td  as: 



where 

Denoting by cu the energy of the residual signal obtained upon passing the speech 

signal through the inverse filter A(=),  and by a' the energy of the residual resulting 

from the inverse filter A t ( : ) ,  the integrals in Eq. (3.11) are evaluated to  yield: 

The  resulting Itakura-Saito measure in decibels is therefore: 

Weighting can he introtlr~cecl to t.he Italiura-Sa.ito mea,sure to take a,clva,ntage of the 

perceptual discrimina.tion propert,ies of the human ear. Weighting schernes w(ejw)are 

proposed in [47] and incorporatecl in the Italiura-Saito as follows: 

The log-area ratio measure. naturally basecl on the  set of reflection coefficients, 

is defined to he: 

with { I ; , }  being the set of p reflection coefficients and {k:) their quantized counterpart. 

T h e  Euclidean distance measure can he employed in any quantization domain. 

It corresponds to minimizi~ig the mean scluarecl error between the  LPC parameters 

and their quantized values. This simple distance measure, however, does not yield 

perceptually good LPC s p c ~ t ~ r r ~ r n  approsin~ations. The  complex weighting schemes 

introduced to LSF Euclitlean distances cont,ril>ute greatly t o  increasing the accuracy 

of the perceptua.1 s11ect~ra.l currelope mat.cl~ing to  0rigina.l speech energy spectrum, as 

will be seen in the next. 1)a.ragraph. 

To appropriately clvfinc. ;I \vciglltc(l I;',~~clitlean distance measure to he 11secl in the 

vector cjuant,izat,ion of t llc 1,Sl"s as a tlistorl ion crit,erion 



where { I ; )  is the set of' original LSF's a.nd { I : )  their unquantized count,erpart, the 

set of assigned weights {w;) shoulcl reflect the essential spectral properties of the 

LSF's. Looking back a t  Fig. 3.1, the CSFs  a.re seen first to be spread out along 

the frequency range from 0 to  4 kHz.  hloreover, each LSF value can vary in a 

limited frequency range. It is well-known on the other hand that the sensitivity of 

the human ear to  speech sounds decrea.ses with increasing frequency. High-frequency 

LSF's can therefore be given lower weights than those of the first ones. The  other 

important observation is the clustering of the LSF's around the peaks in the spectral 

envelope. Those peaks cha.racterize the speech formant frequencies which are much 

more perceptually significant tha.n the spectral valleys. Relatively close LSF's can 

therefore be interpreted a.s n~ocleling a f'orma.nt. frequency, and thus should be more 

emphasized t11a.n spaced LSF's whicll o~il\r control the spectral tilt. 

The  two previoiis ol)senat.ions are the Imsis of the weighting scheme upon which 

the LSF quantizer relies in this \r.ork. The weighting factor w; is separated into an  ear 

sensitivity modeling part, iit'si, a.nd a spectsa.1 envelope formant characteristic part ,  

wf ;: 

U)L = LLFS~ qfi. (3.18) 

Curves tha.t model weights for t,he human ea.r sensitivity to sound frequency have 

been studied in the pa.st. Most. of these studies were based on the ,Just Noticeable 

Differences (JND's) of a single tone. Defiuecl formally, the JND is a subjective measure 

that detemines a.n a.coust,ic dist.a.nce thsesl~olcl (loudness, frecpency) above which two 

successive tones can be tlist,inguishcd. These tl~resholds are based on a percentage 

of listeners distinction bet,ween successive t,ones a.s a function of acoustic paameters .  

The  area of human percept,ion for a, so~~nc l  is found to lie between 100 Hz to  S kHz  in 

frequency, for a.n int,ensit~r ranging 1)et.ween 30 clB and SO dB 181. While sensibly the 

same sound i11tensit.y is ncwletl for speech t.o he heard when its spectral content varies 

between 200 Hz and 1 kHz.  a, sound at -L Iihz needs a.lmost 20 dB  more intensity to  

I>e heard. 

The  detecta.l~ility of a. sound consist.iug of many spectral components is not a 

simple function of the cletc.cta.l~ili t,j7 of its components. A weighting scheme guided by 

the ear frequency cliscri~ni~la.t.ion ol' tones ca.n nevertheless provide a valid model. A 

piecewise 1inea.r moclel of' t.11~. 11111nan 11c.aring sensitivity t,o discriminating frequency 



Figure 3.3: Ear sensi tivi t !  to tliscsim ina t ing .JND based frequency differences. The 

solid line models the weighting scheme for t.he ear while the dashed line is the model 

piecewise approximation sclienle. 
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differences based on the .JND of a single tone was elaborated in [4S]. Fig. 3.3 depicts 

this approxin~ation wit.11, superimposed. a, three-component ear sensitivity weighting 

scheme applied to the intencletl CSF Euclic1ea.u dista.nce measure. Fixed ea.r sensitivity 

weighting schemes 1ia.w 1)wn proposeel \\.liere a. non-a.claptive coefficient scales each 

squared difference for ex11 LSF [41]. The 1inea.r a.pproximation to the sensitivity curve 

is however a. more t,heoret.icall!. a.ccusa.t.e a.pproa.ch. The piecewise a.pproximation 

model is in fa.ct less a.ccura.1.e for t,he low frequencies and more exact for frequencies 

above 2 kHz. I n  t,llis nmnner most of the emphasis_is put on the first two formant 

frequencies. The form of t.lw ~e igh t~ ing  scheme is the following: 

0.2 
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1 - 0.5/10000l;  for 1; < 1000 

u s ;  = 0.95 - : 3 /  1 0000(1; - 1000) for 1000 5 1; < 2500 (3.19) 

0.5 - 2.(iCii/10000(1; - 2500) for li > 2500 
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The rela.tion Ixt.wee11 t.hc t'osl11a.nt.s ali(l t.hc LSFs is exploited in the second weight- 

ing component,. In the clisttmcc: Ineasllw. n w c  weight should be given to the LSF's 

corresponding t,o higher a.nlpli t,t~clc I'osmn 11 ts t.11a.n to those in non-forma.nt regions. 
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Also, the LSF's corsesponcling to the spectml mlleys axe a.ttributed the least weight. 

A direct formulation of this idea. is to assign t,o t.he LSF's weights proportional to the 

value of the LPC power spectrum ~it(t(,)(~ a,t t,he LSF frequency [41]. The formant 

weight would therefore he computed a.s: 

where li is the ith origina.1 LSF, f, is the speech sampling frequency, a.nd cr is an 

exponent usually chosen bettween 0 and O..5 to control the relative weighting assigned 

to the LSF's. A simpler a.pproa.ch ha.ving sensibly the same impact on the weighting 

scheme is to use the closeness of neighhouring LSF's as a criterion for the characteri- 

zation of the formant regions in t,lie spect,runl. Since the closes the LSF's are together 

the more likely they are t,o fall in a, fo~-n~a.nt region, the distance between each LSF 

and its closest neighbour, (1;. can he I'ountl and nor~nalized by the maximum distance 

found dm,, to yield t,he qua.clra.tic weigll t.iug scheme proposed in [49] : 

3.3.3 Discussion 

The performance of t,he difliwnt, dist.01.t ion nlea.sures for the different LPC parameter 

sets is evaluated in two con best,^. The purpose of such measures is mainly an objec- 

tive mean to a.ssess the perceptual distortion in selecti~lg a. codebook entry of LPC 

parameters to  ma.t.ch a.n origind \:ect.or in  I-ect.or quantization (VQ). The codebook 

consists in fa.ct of a, set of spectsal en\~elopes from which one will perceptually match 
7 7 best the spectral envelope 1.0 he coded. I he role of the distortion measures is thus 

to model the clua.nt.iza.tfion cw-or that would Iw perceived by the human a.uditory sys- 

tem. The other cont,est of cvalr~a.t.ion for t.he clistortion measures is a complete coder 

environment. Studies in  [-I!)] 1ia.ve slio\vn. liowever, that aside from the SNR and 

segSNR criteria the other tneasures pc~form poorly in discriminating coded speech 

sentences badness. One cl~a.~l~a.cl i  of 11si11g S L I C I ~  measures to evaluate speech coders 

is their avera.ging na.tr~re t11a.t. disqua.lifics t.llcwl from pinpointing isola.tecl large errors 

in reconstructed specell t , l ~ i \  t i l l  ~ , ~ O C I I I C ~  (.onsidera.l)le percept11a.l distortion. 

The spectra,l envelope. clist.ottio~~ Incilsllses a.re mucli more effective when employed 

for codebook \rectos select,io~l. ' I ' l l c w  nlc.ilsltl.(3s are used in the domain in which they 



are defined, althougli t l ~ e  LPCI coeficients ca.n Ije tra.nsformecl from one rcpresentation 

to another. While keeping ;I. given numl)er of fixed spect,ra.l envelopes in  a, codebook, 

the different distortion mea.sures were employed for LPC vector quantization in [49] 

for encoding a speech da.ta.base. A difference of 2.5 dB in SNR was found hetween the 

best and the worst quantizing schemes. The most promising distortion measure was 

shown to be the weighted E11clidea.n LSF distance. On the basis of these conclusions, 

the next section will det,a.il sca.1a.r LSF qua.nt,iza.tion schemes first, aatl t hen  formally 

introduce the LSF vector clua.nt,izer implement,ed in this work. 

Quantization of LPC Parameters 

3.4.1 Transparent Quantization of Parameters 

The aim of every LPC: cluantizer is t.o acliiew trrtnspwent quantization of the param- 

eters. By tra.nspa.rent clua.nt,iza.t.ion, it. is mea.nt t11a.t no a.dditiona.1 audible distortion 

is added to the codccl speech: t.he reconstsiictecl speech using the uncluantized LPC 

parameters and the version ol>t,a.ined 1)). using the quantized parameters should be 

indistinguishi1)le to the ear. Suhjec t . i w  eva.lua,t,ion, while being the most effective for 

evaluating the perforn1a.nce of quant,izess. is not very convenient during the design 

stage. Objective c.rit,eria, cotnplying to t,he recluiretnents of tmnsparent quantization 

are needed. Spectral clist,ottioti mea.su res liave been convent.ionally used to evalu- 

ate the performmce of quant.ixat.ion. I t  is dcfinecl a.s the root mean square difference 

between the original LPC' log-power spec tJntm a.ncl the quantized LPC log-power spec- 

trum. An average of 1 dB spect.sa1 clistort.ion has been traditionally consiclered to be 

the threshold for tra.nspa.rmt qua.nt.ization. However, isolated outliers (speech frames 

recording spectra.1 clist.ortioti great'er t.1ia.n 1 dB)  having la.rge spectral distortion dis- 

rupted the percept$ua.l qu:di~.y of tlie coclc~i speecli. despite spectral distortion averages 

below 1 dB. An ad~lit~iona.1 seqrlircrncnt alot~g wit.11 the avera.ge spectral distortion will 

therefore be the rninin~iza.lion of !.lie nr~iiil)er. of ot~tliers. The formal chara.cterization 

of transparent qua.nt.iza.t.iori. as sriggest.ctl i n  [41], is to ( a )  gi~a.ra.nt,ee a.n a.vcrage spec- 

tral distortion of a.lmr~t. I tlB. ( I , )  l i a \ ~  i~l)~olitt~ely no outlier frames ha.ving spectral 

distortion la.rger t,lia.n 4 ~113. (c)  Iie(>p Icss t.11a.n 2 '70 the 1111rn11er of fra.mes having 

spectral dist.ort,ion in the sa t ig~ ')--I (1  13. 



A 10-th order LPC a.nalysis on 20 ms speech fra.mes will Ile the common ground 

for all the qua.ntizers t.11a.t a.1.e eva.luat~ec1 in  t.he rema.incler of t,llis section. This yields a 

transmission ra.te of -50 fra.nles/s of 1,PC para.meters. A number of studies have used 

the LSF's as a representation for sca.1a.r qua.nt.iza,tion of LPC! parameters [30,45]. It 

was found that 32 to 40 per frame were needed to a.cliieve transparent cluantiza- 

tion. This is prohibitively expensive at rnecliu~n and low bit rates. The alternative 

for bit rate reduction is vector quantization (VQ) of the LPC parameters. A 10 

bitslframe VQ scheme coinparahle in perfor~lian~e to a 24 bitslframe scalar quan- 

tizer was proposed in [SO]. The average spectral distortion of this scheme was however 

of about 3.3 dB, clearly insuficient for high quality speech coding. Allocating more 

bits to vector clua.nt,izat.ion implies la.rger coclehooks. A larger set of training data is 

also required which increa.scs t,he corn plesi tv of the tra,ining process, not to men tion 

the expensive st.ora.ge a.ncl cwnlpat.a.t,io~ial requirements in encoding the para.meters. 

Transparent qua.nt,iza.t.ion 11a.s t,o Ile t,llcil reaclied using suboptimal VQ schemes. 

Tree-search a.nd product VQ are examples of suboptima.1 vector qmntizers. Hybrid 

vector-scalar cpantizers, wit 11 either casca.decl or coupled vector and scalar yuantizers, 

try to overcome the complesity of simple \'Q schemes in [49] and [51]. At rates around 

30-32 bits/frame7 the average spectxa.l clist,ortion was reduced below 1 dB. Product- 

VQ, on the other hancl, 1va.s cificient.l!; esploi tecl in [40] with the introduction of 

a cascaded VQ LPC! clua.nt,izcr. The 1,PC spedruln is clecomposed in this scheme 

into a low-frequency ancl a high-fseclwncy spect.ra.. This is a.chieved By clecomposing 

the LPC po1ynornia.l into one pol\mo~ilial defined by the G lower frequency roots, 

and another one cha.racterizec1 l y  the remaining 4 higher frequency roots. The two 

resulting lower order LPC: \.ectors \\rer.c3 joint.1~ quantized using a log likelihood ratio 

distance mea.sure. .A 26 l>it.s/fra.nle vession of this c.asca.ded VQ scheme yielded a 1.1 

dB average spec.tra.l dist.ort~ion. 

The implementecl scheme i n  this t 11csis is a variation of the Split VQ proposed 

in [41], also ha.secl on the procluct-\!Q concept. The LPC parameters, in a suitable 

representation, are split, int.0 t,wo or more lower order vectors and independently 

vector quantized. Spli tt.i ng t.he LPC \.cct.o~ into 10 parts evidently results in scalar 

cluantiza,tion of the 1)ara.n-wters. F'ot t.l~is scl~cme. a. suita.ble parametric representation 

for the LPCl coefficients has  to I)(> xelcctctl, as ~ 1 1  as a proper distance measure. The 



objective is the achievement. ol' transparent cl11a.ntiza.tion a.t a rate of 24 I~its/fra.me. 

3.4.2 Vector Quantization of LSF's 

Rather than considering tlie parameters as sepa.rate quantities to be cluantizecl (scalar), 

vector quantizers consider the entire set of I,PC parameters for one frame as a single 

entity which enables a direct minimiza.tion of the spectra.1 distortion. Smaller quanti- 

za,tion distortions result. in vector clua,ntization when compared to scalar quantization 

at a given bit rate. Seen from another viewpoint, the existing correlation hetween 

the LPC pammeters for one frame of speech is exploited in VQ, allowing thus hit 

rate reduction in LPC pa.ra.met.ers qi~antiza.t,ion. Conceptually, vector quantization 

consists in finding from a, ~oilcl>ooli of pse-cletermined trial LPC coeficients vectors 

the vector t11a.t "inatcl~es" hest t.he set of' LPCI coefficients computed for a frame of 

speech. Once this coclevector is fo~~ncl. its ir~cles is transmitted to the decoder which 

contains the replica of the q~~a.nt,iza.tion codebook. 

The composition and the size of the coclebook are issues that largely affect the 

performance of VQ. The pcrcept.ua1 clist.ortiou mea.sure used as a selection criterion 

can also greatly influence the accuracy of cll~antimtion. These vector quantizers design 

parameters a.re now 1)riefly exposed 1)cfore cletailing the Split VQ quantiza.tion scheme 

and evaluating it,s performance. 

Codebook Design 

As more bits are a.lloca.t.cti1 to t.lie ipant.izal.ion of LPC para.meters, larger coclehooks 

can be designed, increa.sing t.1111~ the prolmbili ty of finding better perceptual ma.tches 

to a given origina-l LPC' vector. Imge CO~(!I>OOI<S however entail, as mentioned previ- 

ously, expensive corn put a.tional ant1 storage recluirements in 110th their training and 

their use for encoding. .-I psa.ct.ic;d sulmptimal VQ technicpe will be seen shortly. 

A large clata.l>ase is usua.ll!. sequisccl for tlie training of the codehook, at least 

several times la.rger tl1a.11 t l ~ e  int:c-wclcel c o t l ( ~ l > ~ ~ l i  size. The codehook training in 

this work is Imsecl on tlw c.ollvellt,ional 1,incIe I311zo and Crra.y (LRG)  algorithm [ 52 ] .  

Denoting the LPC vectoss I,!. v scl)rcw-nt.ccI in  a 10-c1imensiona.l s p x e  for our case, 

the flow of t.he a.lgosithm is giwrl I)c.lo\v: 



2. The centroicls (one ce~~troicl initiallj-) arc split in two I)y sliglitIy perturhing their 

components 

3. The training data is clustered arouncl the closest new centroid, using the Eu- 
T clidean distance mea,sure $ ( v  - c) ( v  - c )  

4. The new centroicl of the clustered dat,a is determined 

.5. If the new centroids clo not. register a distortion below a given threshold, the 

data a.rounc1 t<he new centroids is re-clustered 

6. Go ba.ck to step (2 )  until the desired codehook size is reached 

Centroid split,ting in t.he TJ13G a.lgorithm ca.n sometimes lead to LPC vectors that 

yield unstable synthesis filters. Esamplcs of such unstahle vectors ca,n he reflection 

coefficients of magnitude greater t.ha.11 one. or not properly ordered LSF components. 

From a given centroicl 

c = [cI. ~ 2 . .  . . , clO] , (3.22) 

the newly genera.tec1 centroicls a.re obtained I)y perturhing the components of c  with 

the value E, set wound 0.005, a.ccorc1ing to: 

After several split tings the LSF centroicl coulel loose the well-orderness principle if 

the i-th coeficient c; = l i  increases continua.lly while c ; + ~  = keeps clecrea.sing. 

Such unstable wctors slio~~ltl  Iw rerno\.etl from the coclel~ool~ in order to guarmtee 

stable reconst,ruct,ion filters at, t.he rec.ei\w. Some LPC parameter representations 

are not suited for vect,or qr~a.nt,izatio~l. The ce~lt~roicl of prediction coefficients can 

directly lead to ~tnst.al>le s~mtllesis filtc.1.s upon splitting. Furthermore, the Euclidean 

distance useel for cl ust,eri ng 1 . h ~  data. a1m1111tl t,he centroids in the LBG algorithm does 

not display the sa.me I)ella\-ior~r \\.it,ll 1Iie tlifrercnt parametric representations of the 

LPC para.meters. Bccausc. of 1 lie lirnitcd I.rrqwwcy ra,nge of variance of ea.ch LSF and 

the direct rela.t.ionslii p I ) c : t . \ \ w ~ i  t , l1(.  sl)c~cli spec.tra.l energies and the LSF's spa.cing, 

such parameters lend t.lle111sc1 vvs I > ( ~ t . t - c ~ t .  1.0 I2 uclideau clista.nces t 11a.n predict ion or 

reflection coefficimts. T l ~ c  (.lioicc~ ol' t . l r ( >  T,1'(' para.metriza.tion cloma.in will affect the 

performa.nce of the vcct os qua~\(-izcr. 



Select ion Cr i t e r ion  

Evaluating t,he clistort,ion I>c~t.\reen the energy spectra.1 envelope of a, speech frame and 

the trial codel>ook LPC! spectral envelopes in the selection process is largely depen- 

dent on the doma.in of reprexenta.t.ion of the LP(7 prameters .  While simple Euclidean 

distance mea,sures exhibit a. satisfactory perforillance with LSF's, they fail to empha- 

size the perceptual nature of the qua.ntiza.t.ion error. The Itakura-Saito log-measure 

has a greater perceptual i~mpa.c.t on the Ixst. LPC vector selection criterion with the 

inclusion of weights as functions of frequency. The inadequacy of the Euclidean dis- 

tance as a distortion criterion in some LPC representations highlights the importance 

of using distortion measures relevant t,o the LPC pa.ra.metriza.tion c1oma.in. 

Nevertheless, st,utlies i n  [-[I] and [40] have selected the Line Spectra.1 Frequencies 

to yield the hest vector cl~~ani:iza.t,ion pesforma.nce under any distortion criterion. 

The reason for t.liis distinction derives from t.he close relationship between the LPC 

spectral envelope and t,hose para.metc~.s. The localized spectral sensitivity property 

displayed in Fig. :3.2 essent,ially allo\vs one t,o weight the LSF's individually. A 

comparative study between a, vector quantiza.tion scheme using the Euclidean LSF 

distance measure a.11~1 one I>asecl on the weighted Euc1idea.n LSF distance measure 

is completed in the nest sect,iou. in the scope of the product-code vector quantizer 

implemented in  this work. 

Split Vector  Quant iza t ion  

Product-codebook t,ecl~ llic1r~es Iia\r(~ cant rihu t,ed to the reduction of the computational 

complexity of vector clua.nt.izers. In such scllemes, independent vector quantization of 

LPC sub-vectors using smallel size ~0tl~1)ooIis is ca,rriecl out. Recent developements 

have followed this 5trea.m 1)). spli t.t.ing t,lie [,PC power spectrum into a lower frequency 

spectrum, more emphasizerl than a Iiigllcr frequency spectrum [40]. Two lower order 

prediction coeficient ~-ec. tol~ coulcl t.llcn I>e vect,or c~uantizecl in a.ny suitable para- 

metric represent.at.ion. Splitl.illg t.lw I,I'(1' spectrum is straightforwarcl if the LPC 
parameters repiwenta.t.io~r is 1)asetl on t.llc 1,ine Spectral Frequencies. Each cluster of 

LSF's cha.racterize a. ~pect~1~a.1 I'rc~l~~enc.!. rcgiou ( c f  Section 3.2.2). With at most three 

LSF's corresponding t.o a. ~l>( \c t~ . i~ l  ~ ' ~ I . I ~ ; I I I ~ .  region, The first four LSF's could (the 

most important. pcrccpt,~li~ l lx) C ~ I I S I  i t  I I  t c 3  a11 I ,PC sul>-vector of para.meters modeling 



the lower frequency pa.rt of the spectrum, inclueling most of the time two formants. 

The rema.ining six TJSF"s woulcl then be g r o ~ ~ p c d  together as a.nother subvector taking 

care of the rema.ining LPC ~ p e ~ t r a . 1  c1iara.ct.eristics. This product-codebook scheme, 

known as Split Vector Quantization (Split VQ),  requires the design of two indepen- 

dent codebooks, in a four ancl six climensiona,l spaces successively. 

Taking into considera.tion the fact that most of the speech energy is contained in 

the first spectral forma.nts, the sa.me numlxr of bits will be allocated to the quan- 

tization of the first four coinponents LSF vector a.nd to t,ha.t of the six components 

LSF vector. At a ra.te of 2-4 Iits/fra.nie, each codebook will have 4096 entries. The 

codebooks are designed through the use of the conventional LBG algorithm. The 

training da.ta.lmse  consist,^ i l l  a.l)out 10 li~inutes of english a.nd french sentences spoken 

by different nmle a.11~1 fema.l(. spea.liers. The speech data is lowpass filtered at 3.4 kHz 

and sampled a.t S kHz. .A 10-t.1~ orcler LPC' a.na.lysis yields two sets of LSF sub-vectors, 

updated for every speech friuue of 20 111s. 

Instability of the all-pole speech reco~ist.ruc.tion filters is a,voided by ensuring that 

the first four LSF's in ever!. entry of t,hc first coclebook a,re in increasing order, and 

similarly for the sis remaining LSF's for the second codebook. However, the splitting 

procedure might 1ea.d t.o potent.ia.1 cross-overs of the fourth ancl the fifth LSF's be- 

longing to the opt,i~nally select.ecl codel)ook sub\:ectors. Fig. 3.4 is a plot of the 4 t h  

LSF values from the first d e l > o o l i  ~oclesul~ve~tors versus the 5 t h  LSF values from 

the second ~0de1100li cotlesul~vect,ors. As can he seen most of the 5-th LSF values 

are above the l4 ,= I s  line. I-1owevc.1~. t.11el.e are very few occasions where the first 

selected suhvect.or 1ia.s its fourth T,SF conlponent greater than the first component of 

the second select.ecl sulwecior (5-t:11 [,SF'). i\,la.ny LSF cross-over correction methods 

have been proposed in pw~.ior~s \VOSI<S [-lS.:l9]. The simplest correction technique to 

avoid synthesis filt.er insta.l)ilit.y will hc adoptctl in this implementation. It consists of 

swapping the \ d u e s  of t.lw 1-t I1 ancl t . 1 1 ~  .?-t,h LSF's in order to reinstate the increas- 

ing orderness property of t.l~c LSF's. Sr~lweclucnt checliings and swappings might be 

needed to ensure st.al)ilit~. of t I I ( .  quant iw<I TSF vector (3-rcl LSF with the new 4-th 

LSF value for esa.mple). 

The performa~icc ol' t hc Split \;C) sc-l~c~~iic is evaluatecl from a set of english sen- 

tences spoken I)!; male and I'cmaie iii(li\.iclt~als not incluclcd in the training set, and 
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Figure 3.4: 4 t h  LSF va.lues from the first coclebook vs 5-th LSF values from the 

second codebook. 

referred to as the test data.. Bot,h the Er~clidea.n a.nc1 weighted distance mea.sures will 

be investigated. 

Performance Evaluation 

Objective a,nd subjective e\-a.lua.tion of t.he performance of Split VQ is ca.rriec1 out in 

this section. Two versions of reconstrl~ctcd speech will be compa.red, one l~ased on the 

original LSF vector a.ncl the ot.lies on the selected entry from both codebooks, keeping 

this way similar t,he compa.sisou conclit.ions. Fig. 3.5 displays the original LPC power 

spectrum with, superimposccl. t,he quantized LPC spectrum for two frames of male 

and female speech from t l ~ e  tcst. c1a.t.a.. The clistortion criterion is selected here to be 

the Euclidean LSF clist.a.nce rnewtlre. \vllcse a.11 t,he LSF's a.re assigned eclua,l weights. 

The LSF vectors fos tllc sanle fcmale and mr7.I~ speech frames are now quantized with 

the split, VQ scheme ~~s i r ig  t Ilc \vc~igllt.cd I'ucliclcmn LSF clist,a.nce 1nea.su1-e introcluced 

in Section 3 . 3 . 2 .  Fig. 3.6 shows a. I Y ~ I I ~ ( Y I  spect.ra.1 clistortion in the quantized LPC 

spectral envelopes. Tlie cmpllasis t lia t \\:r.igl~ t.i 11g puts on the LSF's corresponding to 

formant frequencies t~.;in~lilt c.s i ~ ~ t  o a firlc.~. clrl;lnt.izi~ti~~~ a.rol.md formants i n  110th male 
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Figure 3.5: LPC power spcctra for the. set of unquantized LSF's (solid line) and 

cluantizecl LSF's (claslwcl lillc). The  illwt,ratecl split VQ spectral distortion is for two 

20 ms fenlale ( a )  ancl malc ( I ) )  speech frames, with the Eucliclean LSF distance used 

as a distortion measure. 
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Figure 3.6: LPC power spectra for 1 he set of uncluantizecl LSF's (solid line) and 

quantized LSF's (cla.shec1 lir~e). 'Thc i l l r ~ s t r a ~ d  split V Q  spectral distortion is for the 

20 ms female (a)  and 1na1e ( I ) )  spcec.11 Crarnes of t.lie previous figure, wit,h the distortion 

measure being now t,hc wciglrt,e(l LSF clist.a.rice mea.sure. 
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Table 3.1: Performance of split \iQ operating at 24 bitslframe. Spectral distortion 

values are given for the Euclidean a.ncl weightzed Euclidean LSF distance measures 

used as distortion criteria. 

and female speech spectra.. a t  t.lie cspmsc of a. coa.rser ~pect~ra l  matching in valleys. 

As can be seen, both E~~cliclean and \wigIltecl Euclidean measures record the same 

perfomance in spectral \.a.llc\-s. h ~ i t  the s~~pctriority of the weighted selection criterion 

reveals itself a.t the lower I:rec~umcies and a.round spectral peaks. 

Table 3.1 reports the ol,ject.i\~e result,s necessa.ry to characterize transparent LPC 

parameters quantization at. an operating rat'e of 24 l)its/frame. The average spectral 

distortion (avSD), the maximum average 01)tained spectral distortion (avmaxS'D), 

the percentage of outlier fra.lnes recording spectral distortion between 2 and 4 dB 

and greater than 4 dR a.se a.11 given for the split. VQ scheme using successively the 

Euclidean and the nreiglitetl Euclidean 1,SF tlista.nce measures. With the help of the 

weighting in the LSF tlista~lce measuse. trarispa.rent LPC parameter quantization is 

achieved, with an a.verage spect.ral distortion a.round 1 dB. It is reported in [41] that 

the effect of weighting is t o  sccl~cc. the hit. ra .k by 2 bits per frame, i.e a 26 hitslframe 

Euclidean distance mea.sure I)a.scxl split \:'Q would yield the same performance of the 

split VQ used in this work. AIso. fsoln the performance of other LSF quantizers 

reported in literature, the 1.ecordec1 spectral clistortion of 1.1 dB is attained by 32 

bits/frame sca.1a.r quant,izer~s, :30 hit.s/fritme I l~~hrid vector-scalar quantizers and 26 

bitslframe ca.sca.cled VQ scl~emes. 

The subjective perform;rnce of split V Q  11a.s a,lso been tested. A set of four male 

and female sentences were coclc~l using I,ot,h the unclua.ntizecl and the vectos quan- 

tized LSF pa.ra.metcrs. Xhcr 1ist.cnilig to tlwcocled pairs presented to the listener in 

ra.ndom orcler. i t  1va.s conclr~tlctl t.llat, n o  cliKcrence could be tlistinguished. Tra.nspar- 

ent quantiza.tion ql~it l i t ,~ is t,licl,cFol~r~ ac.llic\wl with a. 24 bits/frame split LSF vector 
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3.5 Interpolation of LPC Parameters 

In a speech coder: the LPC parameters are qua.ntizec1 and transmitted on a frame-by- 

frame basis, with an upc1a.t.e ra.te u s d l y  a.rouncl 20 ms. However, if those parameters 

a,re kept fixed for the fra.me clura.tion, la.rge changes in the filter coefficients at the 

frame boundaries ca.n 1ea.d to a.udil>le distort,ions (clicks or pops). Unvoiced/voiced 

transition regions are examples of such discontinuities. In order to achieve a smoother 

transition of the filter cha.ra.ct1erist~ics a.t the fmme boundaries, overlapped a.na1ysis 

frames and LPC pa.ran~etess interpola.tion are widely employed. 

A speech frame is usua.ll\: clividetl into 4 or 5 subframes of duration ranging be- 

tween 2.5 and 7.5 ms. 1nst.ca.cl of pesforining the LPC analysis solely on the present 

frame, one or two sl~bfrarnes helonging to t,he past alreacly encoded frame could be 

incorporated in the analysis c1a.t.a.. In tllis ma.nner the transition regions for the LPC 

parameters are renderecl smoot.her. Look a.11ea.d techniques are also sometimes ap- 

plied, taking into consideration a future suhframe of data. in the computation of the 

LPC parameters for t.he prcsent fra.me [20]. Specia.1 care should however be taken in 

order not to induly increa.sc t,he cocling cle1a.y. 

Interpolation of the LP(' pasameters provides a. major contribution to the smooth- 

ness of the synthesis filter clla.ract.eristics. Fisecl interpolation schemes have been tra- 

cli tionally used where a. weight,etl comhina.tion of the past frame LPC parameters and 

those of the present f r a .11~  i s  incli\riclua.ll\: a.ssignec1 to every subframe in the present 

frame. A dynamic linear int-.erpola.tion scheme has however recently been introduced 

in [53], where the LPC analysis is performed t,wice for one frame, and the extra LPC 

parameter set is used a.s mid clle \dues  t.o (let ermine the slope of the interpolation line. 

Extra bits must in t.his ca.se he a.lloca.t,ecl L'or the tra.nsmission of the interpolation slope 

information t,o the clecocler. dong: wit,li t,he p s t  a d  recent LPC parameter vectors. 

The interpolation is thus pe~forrn~cl on a. suhfra.me ba.sis, with new interpolated va.lues 

generated every 2.5 to 7.5 111s. 

Not many results have I xvn  p~ll)lislre(l on t.he LPC parameter representhtion to 

be select,ed for sa.t.ish.ctory int.cymlation sesr11t.s. Experience has however concluded 



Figure 3.7: Fra.me-to-fra.me e~:olution of t,he fifth (a)  predictor coefficient, (b) reflec- 

tion coefficient, (c )  log x e a  ra.tio coefficicvt and (c l )  LSF for 40 analysis speech frames. 

that direct interpola.tion on bhe preclict,os coefficients cam 1ea.d to unstable filters and 

is usually avoided. The CP(' pa.ra.mctcrs a.re genera.11~ transformed to other domains 

more suitable for fixed int.erpola.ttiou sclicnies. Fig. 3 .7  clisplays the dynamic behaviour 

of four LPC pa.rameter ~~epresenta.tios for SO0 ms of speech. The subplots retrace 

sequentially the fra.me-t,o-hxnie va.ria.tion of the fifth ( a )  predictor coefficient, (b) 

reflection coefficient.. ( c )  Log asea. ra.t.io coefficient a.nd (cl)  LSF. It ca.n be seen that 

the LSF representa.t.io11 yicltls t.Iw smoothest fra.me-to-fra.me variation a.nd thus is 

very often t.he 1)a.sis tor LP(I! pa.ra.mct~c3r int.erpola.tion. The log area ratios are also 

sometimes int,srpola.t,ed, a.s ~vcll as t.he a~~t.ocorrcla.t.ion coeficients. In fact experiments 

in [54] suggestctl t,ha.t, tllerc was no signiricant perceptua.1 qua.lity difference in a. CELP 

coder environment. opera.ting at S kl)/s wllsn il~lcrpolation 1va.s performed in the above 

various cloma.ills. The LPC! pa.sil.nieter r~pdat.e int,erva.l of the coder was of 16 111s. For 

longer upclate int.esva.ls (2.5 ms and ;dm\-e). t,he LSTs tend to show a more snloother 



evolution, precisely the reason for which tllej. are employecl for interpolation in the 

Federal stancla.rtl (Fed-1016) 4.8 kb/s CELP coder [30] over 30 ms speech intervals. 

The implemented int,erpola.t.ion scheme is also Imsecl on the LSF representation of the 

LPC parameters. 

The coding delay for the S kh/s CELP coder implemented in this thesis is 20 

ms, corresponding to one speech a.na.lysis frame. However, in order to maintain the 

continuity of t,he LPC pa.sa.meters, the a.na.lysis fra.me and the actual speech frame 

being coded do not ma.tch. Fig. 3.5 Shows how both the a.nalysis frame and the 

speech frame I~eing processed 0verla.p. At a, sa.mpling rate of S kHz, 20 ms correspond 

to 160 samples. The fra.me to he coded is further divided into 5 suhframes of 32 

samples each ( 4  111s). The 1,PC' para~neters for the first subfra.me are entirely based 

on the analysis performed 0 1 1  t.he p s t  frame. while the remaining four suhframes carry 

interpolated LPC pa.ra.met,ers. The an a1 J-sis frame encloses the four last su hframes 

of the frame being coclecl a.ncl one extra. sul)fra.me from the next-in-line frame to be 

processed. The LSF's of t h  j t h  encodecl sul,fra.me a.re a weighted combination of the 

past analysis frame LSF's and the present ana.lysis frame computed LSF's. With wj 

being the set of int.erpolat.ion weights, the it" LSF for the j th  subframe, 7; is obtained 

where I; represents t,hc t.ime index of t llc current analysis frame. Fig. 13.5 provides 

the subframe wights  distril>lltion. Since tlw clecoder has available to it the trans- 

mitted LSF's for the past anal\-sis I'ranlc.. the first subframe can be reconstructed 

upon receiving the escit,a.tioll ~ o t l e h ~ ~ l i ~  index, even before the newly computed LPC 

parameters (present, ana.lysis frame) a.w sent. In  this manner, the coding delay is not 

increased beyond 20 ms. 1;'or t , l~e I-elua.ining sl~bfra.mes, the present LSF's are required 

at the decoder end in  order t.he con1p11 I (. t l ~ e  suhFra.me interpola.ted LSF values. Both 

subjective and ohjcct i \.e measures ~.ccorrl a11 i mprovetl performance with the described 
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Figure 3.8: Ana.1 ysis fra rne overlap a.ncl i 11 tei.pola.t.ion scheme applied t o  the subfra~ne 

LSF7s. 

3.6 Conclusion 

A suitable paran~etriza.t.ion of the LPC coefficients was introduced in this chapter for 

both quantiza.tion and interpolation purposes. The  line spectral frequencies (LSF7s) 

exhibit many propertsics related to  the LPC! spectral envelope and to  stability issues 

that  make them a.ttractive for clua,ntizat.ion. Alt,hough other LPC pa,ra.meter repre- 

sentations disp1a.y a. good 1)ehaviorrr in various quantization schemes, the LSF7s are 

especially suited for vect,or quant.iza tion, i n  which the selection criterion amounts to 

minimizing a. perceptually \\-eight.etl LSF clist.ance measure. This distortion measure 

takes advantage of Imth tlw fsecluenc\- location of the LSF's determining the speech 

spectral pea.ks and va.lle):s. a.nd the Iirlnlau ear resolution along the frequency scale. 

Vector quantization of T,Pc' pa.ra.metcrs a.llows grea.ter bit rates reduction than scalar 

quantization since it exploits tlie int,cr-correl;\.tion that exists among the LPC vector 

components, but, t,he c o m p ~ ~  tat.iona.1 cost, clt~iclily grows with the codebook required 

size in order to ac11ic.w high-clua.lit.\. coding. A s~rhoptima.l vector ~luantizat~ion scheme 

yielding transparent. coding of TAP('' paralncters wa.s presented and performance re- 

sults were report.etl. Dcri~ving from protlr~ct-coclcl)ook vect,or quantization techniques, 

Split vector ciua.ntizat,ioli decomposes t l l c  LI'C' energy spectr~iin into a lower frequency 

spectrunl and a. highcr Isecl~~cwc.! spcct rrlln. ' rhe original LSF vector to be quantized 

is split into a four-T,SF sul)vect.os a11d a six- T,SF sul)vec.tor quantized independently 



using the weigl~t.ecl LSF clist.a.nce mea.sure as a, distortion criterion. Two coclebooks 

are initially t,ra.ined according to the conventional LBG scheme, each ending up with 

4096 codevector ent,ries. Tho opera.ting ra.te of the split VQ scheme is therefore of 24 

bits/frame. The a.verage spectral distorbion of the split VQ was around 1 dB, com- 

plying thus wit 11 the transparent quality coding requirements. Moreover, it turned 

out to be consistently bett,er performing objectively and subjectively than a split 

vector quantizer using the simple Euclit1ea.n distance as a distortion criteron. At an 

update rate of 50 frames/second, the comput.a.tiona1 complexity of the implemented 

split VQ reaches 4 million operations per second. Further complexity reduction can 

be attained by splitting the LSF vector into more than two parts and reallocating the 

bits among the resulting cocle1)ooks. This however cannot be completed without any 

performance clegra.cla t,ion. 

Updating the LPC parameters on a frame hasis can sometimes lea.cl to cliscon- 

tinuities in the predict,or coefficient. \.dues. To a.void such circumstances, the LPC 

parameters a.re interpo1a.tecl on a. sul)l'sa~ne Imsis, i.e. for intervals shorter than the 

LPC update frame. Once a.ga.in, a. compamtive study between different LPC param- 
/ 

eter representations revea.lecl t1ia.t. the T.,SF a.re very suitable for interpolation in view 

of their quasi-smooth Franw-to-fra.me \.a.ria.tion. The proposed interpolation scheme 

yields subframe LSF i~alues ol)t,a.inecl as a. weightecl combina.tion of the pa.st analysis 

frame and the present a.na.l\.sis frame LSF's. The weights a.re predetermined a.nd kept 

fixed in the coding scheme. R;losco\w, to gua.ra.ntee better speech spectral cha.racter- 

istics transitions, the a.na.l!,sis frame inclt~cles, in a.cldition to a main portion of the 

present speech f m n e  to 1)e coclctl. a. sul)fra.me of speech samples to be coded in the 

next frame. The fixed int.erpola.t.ion s c l ~ e ~ n e  coml>inecI with the look-ahead capabili- 

ties of the LPC anal\-sis stage ~.ielcls a. lwt,tes su1)jective and objective performance 

(higher SNR) of the overa.11 codes. 



Chapter 4 

Pitch Prediction in CELP Coding 

4.1 Introduction 

Pitch prediction in 1inea.r p ~ d i c t . i \ ~  coding schemes is a, powerful method to represent 

the periodicity in speech signa.1~. Long term predictors are usually described by pa- 

rameters representing t,he clelajr ancl 1)y filt,er coefficients. 111 a CELP coding scheme, 

the pitch prediction pa.ra.met.ers are more efficiently optimized in a closecl-loop manner 

during the analysis-By-sj-nt,llesis procedure. Along with the long term predictor pa- 

rameters, the CELP coclel~ool; incles ancl gain have to be also selected. Optimization 

schemes tha.t jointly select the pitch preclictor a.nd the coclel~ook parameters which 

minimize a. weighted error crit.crion perform consistent,ly better than a sequential op- 

timization choosing first t,hc prediction para.111eters a.nd then the codebook index and 

gain. An overview of t.lie s\.ntllesis pa.ra.met.crs optimization schemes is presented in 

this chapter. From t,here. ;I com1)iuerl opti~niza.t.ion proceclure joining 1)oth the re- 

duced comput,a.tional complexit,\: of' tlw secluent.ia.1 a.pproa.cli and the efficiency of the 

joint approach is proposed. 

Multiple pitch predictor coefficients allow long term predictor delay interpolation 

in certain high energy regiol~s of t . 1 1 ~  speech spectrum for perio~li~ities that are not an 

integer multiple of t.lw sampling l'req~~enc!-. The coefficients of multiple-ta.p long term 

predictors a.re shown 1.0 Iw frequency clepenclent, empha.sizing the lower frequency 

spectra.1 regions a.ncl cornpel~sating l 'o~ 1 l ~ e  p~wliction i~~a.cc.ura.cies in the higher fre- 

quencies. They exhihit a11 i ~ n p ~ w w l  pc~fornia.nce over single-tap predictors, hut their 



transmission hit: rate recluissnient is very c.spensii\re. Pitch prediction ga.in increases 

with increasing sampling rate. Fractiona.1 cleIa,y single-tap pitch predictors take ad- 

vantage of this result to recod performances higher t , l~an 3-tap pitch predictors. In 

such predictors, the de1a.j: is specified as a.n integer number of samples plus a fraction 

of a sample at the current sampling frequency. An efficient implementation technique 

for the interpohtion betwecn sa.mples is presented here, followed by a fractional de- 

lay long term predictor design., with resolution up to 116 of a sample, operational in 

an S kb/s CELP cocling scheme. Sul>jective a.nd objective performance results are 

reported. 

Pitch Prediction in CELP Coders 

The incorpora.tion of Long l'erm Pseclictors (LTP) in lineas prediction ba.sec1 analysis- 

by-synthesis coders 11a.s grc.at,l~: cont,ril>~lt:ecl to increasing the quality of the coded 

speech signal. The LTP. a.lso known as tlie pi tCh predictor, was already introduced 

in Chapter 2 as a technique to generate periodicity in the reconstruction of voiced 

speech. A large pa.rt of t,he success of t,l.~e C'ELP cocling algorithm at rates between 4 

kb/s and 10 kb/s ca.n in fa.ct 1w a.t,t.rihi~tecI t.o the 1inea.r pitch prediction capabilities 

included in the coder. Talii~lg aclvantagc of t . 1 ~  ana.lysis-by-synthesis configura.tion of 

the class of linear predict i ~ - e  coclers co~~siderecl, the parameters of the pitch predictor 

are usually upda.ted in a closed-loop fa.sllion. This closed-loop optimization proce- 

dure was origina,lly introclr~cecl tjo en l ~ a l ~ c e  the performmce of a multipulse linear 

predictive coding sche~ne [ 2 3 ] .  The operation of a pitch predictor in a CELP coding 

environment follows the sa.lne model: a. selected codebook excitation vector drives a 

pitch recon.stn~cfion filt,er (1)eriotlic st.nlct.l~re is added) to yield a periodic excitation. 

This resulting esci t.a.tio11 is fecl in  t t~rn  to t,he dl-pole syntliesis filter prodl~cing the 

reconstructed speecl~ wa.vcl'orrn I,!; adding t'he Sorma.nt structure of the speech fra.me 

heing coded. A c1ea.r clist,inct.ioll nlust. Iw n d c  hetween the first escitdion vector, 

termed LTP esci t,a.t ion, ~ . I I ( I  t he one us(-YI For synthesis, ca.lled LP (linear prediction) 

excitation. 

The pitch reconstri~ctioll f i l l ( v  is c.oln~nonl~. rcpresentecl I>y an Auto-Regressive 

( A R )  all-pole model \\ . i t  I1 cit l i ( ~  ~ I I P  or I I I I I I  t i p l ~  lilter coefficients. The parameters of 



a LTP are therefore the filter delay (1, closely rela.ted to t,he pitch lag of the current 

speech frame, and its coeficients, {ij,). If the all-pole pitch reconstruction filter 

is implemented as a transversal structure, one can then distinguish single-tap and 

multiple-tap LTPs. The la.tter form enha.nces the periodicity of the coded speech at 

the expense of a greater number of bit,s that, ha.ve to be alloca.ted for the quantization 

of the multiple coef3cient.s. A very efficient va.ria.tion of the single-tap pitch predictor 

is the fractional delay LTP, where the filter clelay resolution is increased to less than 

a sample. The performance of such fractional cle1a.y filters is comparable to three-tap 

predictors for update intervals less t1la.n 10 ms, with the added advantage that no 

extra bits are needed to ttransmit more t11a.n one coefficient. The increased resolution 

of the delay must Ilowevcr 1)e encoclecl ancl tra.nsmitted, requiring a smaller additional 

bit number. 

In the fra.me~or1i of analysis-I)~~-s~~~it .I iesis coders, such as CELP, the LTP excita- 

tion is determined oil n I>locliwise Imsis. These hlocks, callecl subframes, are usually 

much shorter than the LPC! a.nal\:sis i~ptla.t,e frame, since the pitch information varies 

more rapidly than the fonna.nt. st,ruct.ure ( cf Sect,ion 2.2). The analysis-by-synthesis 

loop in the CELP a.lgorithm? tlct,a.iletl extensively in Section 2.7.1, proceeds in gener- 

ating the LTP esci tation 11)- a.ppropria.tcly scaling a.n optimally selected signal vector 

from a codebook of fixed ent.ries. This LTP escita.tion is then "pitch" synthesized 

to yield an LP exitat ion mith periotlic structure. The synthesis parameters that 

need to be opt,in:izecl and t,ra.nsmitt.ecl a.re t,lius the fixed excitation codebook index 

i, the codebook sca.ling factor or ga.iu G. tile LTP delay cl, and the LTP coefficients 

{,Bj). Joint optimiza.tion of a.ll pa.rmiet.ers gives the best coding performance, but 

the extensive fixed excit'a.tion cotlebook search while optimizing the LTP parameters 

is very expensive computation\vise. A n  import~ant complexity reduction is possible 

whenever the minimum LTP clelay d is set, to be greater than the subframe length. 

In this case, the LTP contriI)~~tion t.o the current LP excitation depends only on the 

past LP es~i ta t~ion and therefore is ilitlcpenclent of the current LTP excitation (scaled 

codebook selected entry). A ncquent.ia.1 opti~nizat,ion procedure. is then applied, where 

the periodic contril)ution t,o t , l~e I,P escit.a.t.ion is cletermined first assuming a zero 

LTP excitation. Once t,he LTP opt i rnal (Ida.\: a.nd coefficient values are ohta.inecl, the 

current LP exci t.a t,ion is f u  l t l w  i ~n p~m,crl wi t,h t.he optin1a.l LTP exci ta.tion selected 
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Figure 4.1: Transversa.1 filter structure (a.) a.ncl a.cla.ptive coclehook (11) representations 

of the one-ta.p long t,erm prcclict,or. 

from the codehook and scalccl 1y G'. In t lie ca.se of a one-ta,p pitch predictor, the LTP 

contribution to t . 1 ~  LP excitation ca.n I)e viewed a.s a past delayed version of the LP 

excitation scaled 11y the Llter coefficient, d. The past LP excitations can be stored 

in an adaptive codebook \\-liere ea.ch entq-  differs by a shift of one sample. The long 

term predictor contribution is t,lwreforc ol)t2a.inecl by selecting the optimal entry in the 

ada.ptive codehook ancl sca.ling t,ha.t, entrJr by the LTP coefficient. Fig. 4.1 displays 

110th the tra,nsversa.l C i 1 t . c ~  st ruct,ure and the a.cla.ptive coclebook representations of the 

one-tap pitch preclict.or. The optimizat.ion ot' the synthesis pa.ra.meters becomes a two 

stage coclebook entry selcct ion. \\:liere t . 1 1 ~  first codebook is aila.ptive and the second 

is fixed. 



The LTP delay d gives i n  essence an est,ima.t.e of the pitch 1a.g of the recently coded 

speech subframe. Open-loop correlation techniques for pitch detection can be applied 

on the current subfra.me in order to obtain a.n estimate of the LTP delay. The a.nalysis- 

by-synthesis procedure consisting of selecting out of all permissible delays the one that 

maximizes a certain periodicity measure is however much more efficient in a CELP 

coding scheme. Const.ra.ining the LTP minimum clelay to be greater than the subframe 

length suffers from limitations especially in the case of female speech (average pitch 

period of 35 speech sa,mples). The delay will in effect assume pitch doubled and 

tripled values on many occasions. Remedies to this problem consist in allowing the 

LTP delay to take values sma.ller tI1a.n the su11fra.me size and to recycle the current 

LP excitation tlirough t.he pit,ch filter, or t,o include periodic extensions of a pitch 

cycle in the a.da.pt.ive coclel)ool;. The acla.pt,i \re coclebook met hod, employed in [30], is 

however not equivalent t,o LTP filt,ering since the filter memory update is performed 

on recycled LTP excit.a.t.ions while tile coc1el)ook update only uses concatenated LP 

excitation sequences. The tlegracla.tions in perceptual cluali ty are nevertheless minor 

and the latter technique will 11e employed. 

At low coding rates, the LTP performa.nce c1egra.cles as it becomes harder to recre- 

ate  a smooth evolution of t,he pitch cycle wa.veform. The perceived periodicity in 

voiced segments of the reconstructed speecli hence decreases. The simple AR model 

for the LTP might therefow he unable to reproduce with fidelity the pitch cycles of 

the original speech at hit rn.t.es dropping I)clow .5 kb/s. Recent work has indeed ad- 

dressed the limitat,ions of t:lw LTP I)\: enlia,ncing the periodicity of the coded speech 

either by increa.sing the correlat.ion I~et,wcen aclj went pitch cycles [33] or by applying 

a harmonic noise weight,ing sclwme t.o t . 1 ~  C'ELP error criterion [34]. Some of these 

techniques are cliscussed in t,he nest. cl~aptcr. 

The  LTP pa.ra.meters arcA t~xnsmiltetl a.t. e\:ery subframe, requiring on average 12 

bits per subframe, whicli co~wsponcls t.o ra.t,es a.round 4 kh/s in  the common CELP 

implementations. Bit sa.vings ca.n he ol)t.a.ined I>v encoding only the offset from the 

previous delay every ot,her sul>fra.me [30] or I,!; using differential encoding t,echniques 

[7] .  A recent LTP cle1a.y interpola.t.ion tccli~~ic~uc clescribecl 11y piecewise linear delay 

traject.ories, intsotlucctl I,y Iilcijll [ - I ] ,  ena.hlecl the tra.nsmission of the LTP 

pa.rameters once every few sul~l'ra riles a 11tl 1. llc interpolation parameters in I~etween. 
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Figure 4.2: Ba.sic CELP decoder. 

An outline for the opt.iniiza.tion of t:he synthesis parameters in a CELP analysis- 

by-synthesis loop is deta.ilec1 in the next section, followed by imp1ementationa.l consid- 

erations for the case of one-t.ap LTP tl(4a.y ~x lues  smaller tI1a.n the subfra.me length. 

4.2.1 Analysis-by-Synt hesis Model 

An equivalent model to t,he t \ ro-c~del)o~li  a.pproa.cll for the basic CELP decoder 

described in Chapter 'I! is g i \ w  i n  Fig. --I.?. The selected codebook excitation vector, 

e$ is scaled by a n  opt,imal gain G to form t,he LTP excitation vector. A periodic 

structure is a.clcled to t.his \-c.ct.or a.fter passing it through t,he pitch all-pole synthesis 

filter: 

where d and {@,} are respc~ct,ivcl>- the ol1tima.l LTP delay and the set of (2M + 1) 

LTP coefficients. The outcome ol' (.he pitch synthesis filter, u, forms the LP excitation 

vector, which is then pa.ssetl through 1 . 1 1 ~  dl-pole synthesis filter -- I -F(.,) I a.ssociated with 

the LPC 1inea.r predictor. Once the l'or~ilan t structure is a.dclec1 to the LP excitation, 

the reconstructed speech \.c.c.t,or, S .  is o1)t.il.i ned. 

In analysis-IIV-synt,hesis cotlcrs. a. ~'c'l)licit of tlhe clecotler is incorpora.tec1 in the 

encoder in order to a.llow a direct. con~pal.ison Ix%veen the original a.ncl the recon- 

structed speech signals. I n  t lie C'ET,l' cotling algorithm, it wa,s howevcr seen that 

instead of cli rectly corn ri ng t,11(. origi I I ~ I  and ~ ~ ~ o n s t ~ r u c t ~ c c l  spcccll signals, a per- 

S', 
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Figure 4.3: Ana.l!rsis-I1~-svnt,11esis loop in the CELP algorithm. 

ceptually weight,ed version of these signals is used. T h e  analysis-by-synthesis loop 

minimizes thus a. spectra.11~. weight.ed error criterion for optimizing the synthesis pa- 

rameters. The  spectral weight,ing filter T I ( : ) ,  repeated here for convenience, is 

with y being the 1~aaclwitlt.h espansion ia.ctor (usua.lly around O.S), relocates the 

coding distortions a.round t.lw f'or~uant, regions where they are  masked by the higher 

speech signa.1 energy. Fig. -1.3 c1epict.s the a.nalysis-by-synthesis structure of the 

ba.sic CELP coder after a .pp~.opr ia .~e l  combining the spectral weighting filter with the 

formant reconst,ruction (synt.hcsis) filter. The  resulting spectra.lly weighted synthesis 

filter, is closely rda t rd  to t,he spwclr reconstruction filter. I t  is thus of time- 

varying nature, with its coefficients { - , ' " ( l k )  I)eing updated as discussed in Chapter 3. 

The other pa.ramet.ers to  11c optimized: na.mely the synthesis parameters (codehook 

index i and gain G, LTP delay d m c l  coclficient,~ {,!3,)), are determined in a closed-loop 

fashion (ana.lysis-11y-synt.liesis loop) a.ntl 1ipda.ted every suhframe. 

The  weight,ecl synt.liesis Ci1t.el.s in the rlpper and lower kra.nches of Fig. 4.3  are 

error 

updated a t  the heginning of ever\. s~~l)fr ; tmc~.  a.nd their response is kept fixed for the 

subframe dura.tion. T h e  upper fi l t.er nicmory is u pda.tecl by pa.ssing the la,st si~hfrarne 

of residua.1 sa-niples while t,hc l o w r  FiItw Incvnory is upc la td  by filtering the optimally 

selected LP csci tat:ion 1 4 , ~ t  



Due to the all-pole nat,ure of the weighted synthesis filter, a recursive formulation 

is used: 

where p is the linear predict ion order ancl 0 5 12. < L - 1. However, a direct convolution 

with the weighted synt,hesis filter impulse response { h l ( n ) )  is more suitable for a clear 

derivation of the synthesis prameters  optimiza.tion scheme. The filtering operation 

takes then the form: 
rX) 

.~ , (n )  = v ( k ) h l ( n  - k). 

The convolution operation has tlie sa.me outcome as the recursive formulation only in 

the case where the Zeso-Sta.te Response (ZSR.) of tlie weighted synthesis filter (zero 

initial memory) is sought,. l'lie cliflerent init,ia.l conditions a.t the subfi-ame boundaries 

with the filters being t.ime-\varying lead t.o different filtering responses for the two 

formulations. Nevert,lieless. a.s it. will 1w seen in tlie coming derivations, the effect 

of initial conditions can he groupecl into one t,erm that does not interfere in the 

minimization loop, na.mely t$he Zero-Input Response (ZIR), obtained by letting the 

weighted synthesis filter ring for one suhframe duration. After subtracting the ZIR 

from the reference wa.vefor~n, zero init,ial conclit,ions for the weighted synthesis filter 

can be set, and either t.he con\dul-.ion or t.lw recursive computation can be used. 

4.2.2 Synthesis Parameters Optimization 

Coding of the parameters i n  tlic CELP algorithm is done on a subframe basis. As can 

be seen from Fig. 4.:3, t llc n.eiglltcc1 error samples, ~( iz) ,  are obtained as the difference 

between the original wciglitccl speecll a~icl the reconstructecl weighted speech, s,(n) - 

~ , ( n ) ,  for one sul~frame of lengtli L (0  5 17 5 L - 1). The optirnal parameters are 

obtained by minimizing t,he mean sclua.t.ctl \veight,ed error: 

The optima.1 LTP elclay a~ id  the c~oclcl~ool; index are selected by performing an ex- 

haustive sea.rch over all allo\\:al~le pairs ( (1. i ) ,  wi t.11 t,lw corresponding comp11 ted gain 

G and LTP coefficients ~iiil~i~iiizing t . 1 1 ~  m.or oC Eq. (4.5). 



The spectral dcempl~asis of the s!mtliesis filter coefficients { n k )  by the handwidth 

expansion factor y leads t,o a, quicker a.t,tenua.tion of the weighted synthesis filter 

impulse response { l t l (n)} .  For a. d u e  of y arouncl 0.8 a.nd a sampling frequency of 8 

kHz, the quasi totality of the impulse response energy is in the first 20 samples. The 

can thus be approximated by a finite impulse impulse response of the filter ,-F(z,7, 

response (FIR) filter, h l ( 0 ) .  k l ( l ) ,  . . . , h.'(R - I ) ,  with R heing smaller than L, the 

subframe length. The weighted reconstructecl speech can therefore be obtained by 

passing the LP excitation through this FIR approximation, 

Some of the t.erms in t l ~ e  a.l)ove filtering opera.t.ion depencl on past LP excitation 

samples. Such t,erms can I)c gsoupecl sepa.ra.t.ely to yield: 

where the first summa-tion corresponcls t.o the initial I~ounclary conditions while the 

second gives the ZSR. of the \veigl~tecl synthesis filter. Since the initial boundary 

conditions depend only on lmst LP excitation samples, they are identical to the ZIR 

of the weighted svnt,hesis filt.er. and they do not interfere in  the synthesis prnmeters  

selection for t,he current s~~hfsarne. The\- can thus be subtracted from the original 

weighted speech samplcs to !-icld a nc\v scfcsence wa.veform, 

and the weigl-it.etl error simples ca.n 1 ) ~  \\:rit.t en a.s 

The LP excit.a.tion sa.n~l)lcs / / ( / I )  (.a11 he written a.s the recursive filtering output 
' \ \ . I I O I I  fBcI I)\: coclel)ook escitaiion vector sa.mples of the pitch syntlicsis f i l t . c ~  -. 

e ' (n )  scaled I>\; G: 



Substituting for v ( u )  in Eq. (4.9). t.he expression for t.he weighted error sa.mples 

becomes 
M 

( I )  = ( r )  - ( )  - / 3 j ~ d + j ( 4 ,  (4.11) 
j = - A 4  

where e i ( n )  is the ZSR. of the weigl~t,ecl synthesis filter for the input ei(n), and b d ( n )  

is the filtered version of v(n - d), respectively obtained by: 

k=O 
f L  

~ " ( 7 7 . )  = v(k - d)h1(n  - k). 

In order to sol\:e for t . 1 ~  optinial \.aluc.s of G and the LTP coefficients {/'3;), either 

the autocorrelat~ion or the co\.ariancc nicthocls can be applied to the mean squared 

error criterion 5 of Eq. (4.5) [:55]. A s\-st,em of ( 2 M  + 2)  equations results, written in 

matrix form as @c = 6. The aut~ocos~da.tion ma.tris @ is formed by the correlations 

The vector of pa.ra.meters tci he optimized is defined to Ile 

of all the vectors 011ta.inecl io Eq. (4.12): 

L-1 

if! = C t(n,t(,l)T, 
11 =O 

with t(,) defined to lw 

t ( 1 1 )  = 

- 
2 ( n )  

y l - A f  ( T L )  

f id-J l+l  ( 7 4  

;d+i\6 (11.) 
L 



and the cross-correla.t.ion ~,ect,or Q is found t,o 11c 

From the expressions in Eq. (4.12). i t  is clear that if the minimum LTP delay d is 

constrained to be grea.t.er than the sul)l'ra.me length L, tlie filtered LTP contribl~tion 

fid(n) depends only on pa.st. LP excit.a.t.ion sa.mples, i.e. v ( n )  for n < 0. At the 

beginning of the current suhfra.me, this information is already available from the past 

subframe, and thus a.ut,ocorrela.t.ion ma.t.ris a.s well a.s the cross-correlation vector 4 
are ready known qmntities. Finding tlie opt,imal set of LTP coefficients and coclebook 

gain amounts therefore to solving the a.l>ove linear system of equations. 

The following sect.ion proposes a, joint a n d  a, sequential optimiza.tion schemes for 

the determimtion of t . 1 ~  optimal synt~liesis pa.ra.met.ers in the case of a one-tap long 

term predictor. It will he sho\\rn that combining these two schemes yields the best 

compromise bct.ween conlp11 t,a.tion complesi t,y and cluali ty. 

4.2.3 Optimization for a One-Tap Predictor 

LTP Mininlum Delay Greater t h a n  Subframe Length  

It was previously seen t.lia t t.lic a1 t,esiia t i  ve representa.tion for a. one- tap LTP was an 

adaptive codel>ook of clclaycl I,P excitat.ion vectors, sc.a.letl Ily the LTP coefficient P. 
The current 1,P excitation sa.mpl(~ call t,l~ctdore be written a.s the sum of the fixed 

codebook escit,ation a.nd t I I P  adapt ii-c coclcl)ool; escitat.ion: 



The optimiza.tion equations, @ c  = 4, t,a.ke in this case the form: 

With the minimum 1a.g cl being larger than the subframe length L, the above 

system matrix and the right hand side cross-correlation vector can be computed a t  

the start of the current suhframe. The first stra.tegy consists in joi.ntly optimizing the 

parameters to obtain the LP excitation of Eq. (4.17). This consists in solving the 

linear system of Eqs. (-1.18) for the optimal gains (G,,B) for every pair of codebook 

index and LTP clela; ( i , d )  chosen each from a. predeterminecl dictionary. It was 

reported in [55] t11a.t CI;',T,P coclers using t.his joint optimiza.tion scheme registered SNR 

increases up to :3 dB \r~hen compared to coding schemes where the gains and indices 

are optimized at t,he anal~.sis st.age (open-loop on the original speech). However, even 

with moderate size ~0de1100lis. such as 312 entries for the fixed excitation codehook 

and 128 allowal~le LTP clelaj- \dues ,  the computa.tiona1 complexity is quite high. The 

sequential optimization scheme proposed nest helps reducing the complexity a t  the 

expense of a minor clecrease in the ol>ject,ive performance measure values. 

The two components of the LP escita.tion of Eq. (4.17) are sequentially optimized 

in this alternative st,ra.t,eg?. The perioclic component ,Bv(n - d )  is considered first by 

discarding the fixed cotlelxmk cont.ril>r~i.ion (set.ting C: to zero). The corresponding 

optimal LTP coefTicient i3,,, is found from Eq. (4.18) to be: 

With t,his opt,imal \.alrle of t . 1 ~  I,TP coefficient,. the error criterion to be minimized 

becomes: 
L-1 



The optima.1 LTP clelay is t'o~lncl 115- ma.si11iizing the seconcl term on the right hand 

side of Ecl. (4.20) wit>l~ respect t,o d. This is accomplished by an evaluation of the term 

for all permissible lags (vect,ors in the aclaptive coclel~ook) and the selection of the 

delay that yields the largest va.lue. Once the LTP parmneters are determined, their 

values are reported in Eqs. (4.18), ancl t . 1 ~  optimal codehook gain G is computed 

for each fixed codehook ent,ry ei. The p i s  ( i ,  G) tha,t yields the minimum mean 

squared weighted error E is chosen to represent the codehook contribution to the LP 

excitation. 

In comparing both strategies for the synthesis parameters optimization, it was 

found that the degradations in segSNR. coulcl reach 2 dB when the sequential scheme 

is employed. The reconst,ructecl speecli clualit,y wa.s however very similar for both ver- 

sions, with the esception of isola.tec1 clist.ort.io~~s that could I>e heard at unvoiced/voiced 

transitions for the la.t,ter version. This is   no st likely clue to the clecoupling of the LTP 

coefficient ,,!3 ancl the coclel)ooli p i n  G. wsult.ing in large values of P trying to track 

the sudden periodic str11ctul.e. Sudden 11~11.st.s of LTP coefficient values can be woided 

if scalar quantized \dues  of d a.re consitlcretl in the evaluation of the minimum mean 

squared error. The cluant.iza.t.ion of tlie synthesis para.meters will however be ad- 

dressed in the nest cha.pt,er. where highly performing climntizers well suited for bit 

rate reductions axe used. 

The synthesis pa.ra.met,crs op t,imiza.t,ion experiments are conducted on 4 ms speech 

subframes, correspo~~cling t.o 32 samples per subfra.me at a. speech sampling rate of S 

kHz. At many occa.sions t ~ l i ( ~  pit,cll lag for f'c~imle speakers falls well helow 30 samples 

(the pitch frequency escecltls somet.imes 300 Hz). With the minimum LTP delay 

constrained to be grea.ter t.1la.n 132 sanlples, t,he only manner to capture such pitch 

la.gs is at cloul>lcd or t.ripled pit'ch cycle values. However, a.s the number of pitch 

doubling incrmses, t, he specd~  harmonic st.ruct.ure is clegra.clec1 and wavered sounds 

l~ecome audible. Aclclitiona.1 nieasures should be taken to allow the LTP delay to fall 

helow the sul)fra.me lengt.11, i1.s \\*ill be seen i l l  tlie next section. 

Pitch Recycling 

For LTP delays (1 smallcr l h a n  1 1 1 ~  sr11)l'rarne length L ,  the autocorrelation matrix 

@ of Ecl. (-1.13) and 1 he cross-cosrvlation vector of Ecl. (4.16) will depend on the 



LP excitation samples ~ ( 1 , )  for I?. > 0. wliicli i n  turn ca.n only be obtained with the 

knowledge of t.he syntl~esis parameters t,ha t are ]>ring; optimized. The set of equa.tions 

to be solved I)econies non1inea.r a-nd not conveniently implementable in prxtice. With 

a jointly optimized solution being iinpra.ctica.1, the sequential approach remains the 

only alternative for the pitch predictor to "recycle" the current LP excitation output. 

Indeed, considering once a.gain the codel>ook gain G to be zero, with the LTP delay 

d not falling below ha.lf the subfra.me length L / 2 ,  the resulting LP excitation is now: 

The weighted error samplr\ ~ , , , ( , i )  ha\-r now to he split into two terms, one for the d 

newly computed LP escita~ion samplcs. and the other for t,he remaining part of the 

subframe including the rec!.clctl o11tp11ts. TIIII~, for 0 5 12 < d : 

and for d 5 n < L,  one more term slioulcl I?e considered: 

! I -  1 n 

etU2(n,) = & ( n )  - x ul(X:)hl(n - A : )  - v 2 ( k ) h 1 ( n  - k). (4 .23)  
k=O b=d 

The total mean sclua.rtcl error is t,lie s111ii of the squares of the above contributions, 

given by: 
d-1 L-1 

Expanding Eq. (4.24) a.ncl 1qla.cing wit,li t . 1 ~  expressions of the LP excitation in Eq. 

(4.21), the ersor to he mini~iiizc\il Iwx)il~es: 



The optimal LTP parameters a.re Sound by s c l d i n g  among the real roots of t.he cubic 

equation d~/i3/3 = 0, at a g i \ w  LTP de1a.y d. t,lie root value ,f? that yields the minimum 

mean squared error. T l~ i s  procetlure is repeated for a.11 permissible delay values less 

than the subfrarne length, and the pair ((1: / 3 )  that results in the minimum value for 

,c is considered to be opti1na.1. The excitation codehook parameters are then found 

employing the st,anclard a,na.lysis-l3y-syntllesis search procedure. It is worth noting, 

however, tha.t the comput,a.t.ional l~urclen involved in solving for the roots of the cubic 

can be avoided if the LTP coeficient is sca.1a.r cluantized. Indeed the quantization 

values of ,f? can be successivc:ly tried in Eq. (4.25) along with the delays, with the pair 

that minimizes the error energy select,etl fos tra.nsmission. 0 t her schemes based on 

periodic continua,tion of tlitl TAP esci t ; ~ r  ion i11st.eacI of recycling have been evaluated 

[55], but the a.mplit.udc of !lie successi\.c pitch pulses in the subframe could not be 

adapted (such a.s t,lw sca.li11g hy ;I2 i l l  ~ ~ ( 1 ) ) ) .  AS a result, LTP coefficient values 

greater than unitmy 1ia.d a tlcgracling impact on t,he reconstructed speech signal. 

Sequential-Lag/Joint-Gains Optimizat ion  Scheme 

Previous work [.55] 11a.s rcport.etl t,ha.t. const'ra.ining the pitch predictor to operate at a 

delay corresponding t,o mu1 I i plcs of t l ~ e  speech subfra.me fundamental period, instead 

of allowing that delay t'o fall lwlon~ the s~rl~frame length, resulted in spurious energy 

peaks in the reconst.ruct,etl speecl~ spectrum. Perceptually these peaks corresponded 

to sudden noise I~urst,s in \.oiccd regions. The LTP delay range considered in the 

coding scheme of this t llesis st art.s a.t. 30 sa~nples (400 Hz pitch frequency) and ends 

at 147 samples (54.42 Hz pit,ch freque~icy), covering the whole pitch range of S kHz 

sampled speech. A 7-bi t a.tlaptive codcl~ool; is therefore necessary to represent the one- 

tap pitch preclic.t,or i f  only integcs LTP delay va.lues are considered. As the suhframe 

duration in the coding algosit.linl is of -I 111s ( 1, = 32 samples), it is clear that some of 

the transmittecl LTP clela,y ~.alr~es will l i licl!: I)e smaller than the subframe size. 

In the aclopt.ecl synt,Iiesis para.rnetess optimiza.t:ion scheme, the sequential approach 

is considered first. The pit.cli secyling tccliniclue clescril~ed ea.rlier can in this manner 

be applied for the lag scarc11 I~t .~ \ :een  20 a n d  :31 sa.mples. Setting thus the cotlel~ook 

gain G' to zero, a.n opt,imal ])ail. ((LC,,-,, , ;Il,,,,, ) is found by an exhaustive sea.rch along the 

LTP delay range. IIowc\.c.r. the I - ~ I I I V  of .j,.,,,, is c-lisca.rcled while the selected LTP delay 



I Opt,imizat,ion 11 Average PC; I SNR I segSNR I 

Table 4.1: Performance of synthesis parameters optimization schemes. The objec- 

tive measures are given for fema.le cotled speech in a CELP coder with unquantized 

parameters. The prediction gain (PC)  is averaged over the total number of update 

intervals. 

technique 

dopt is tra.nsmit,tecl. ?!ow in ortlcr to pcrl'ostn the optimiza.tion of the LTP coeficient 

/3 and the codehook pa.ra~iiet.crs ( i ,  G') joint.ly, the periodic contribution to the LP 

excitation is redefined for d,.,,/ < L to he: 

( I  - I , )  0 5 n < dOpt 
1/,,,,!( 1) = 

( 1  - I , )  clOpt 5 n < L. 

(dB)  

With the LP excit,a.tion periodic. component. heing now formed by the periodic ex- 

tension of a pitch cycle. t . 1 ~  5;-stem of Eqs. (4.18) is renclerecl h e x ,  a.nd one ca.n 

solve for /3 and G' fos e\.cs!- trial ~ o ~ l e I ~ o o l <  escit,a.t.ion vector e'. The combina.tion that 

minimizes the mea.n squared error E is transmitted along with dopt .  

The performa.nce of t , l l ~  seclt~ent,ia.l-la.g/joint-ga.ins (SL/.JG) optimization scheme 

can truly be a.ssesset1 ~ 1 1 ~ 1 1  colnpa.recl to the sequential optimization scheme intro- 

duced earlier. Both LTP pretlict.ors a.se implemented in a basic CELP coding envi- 

ronment, with the onlj. clrri~.ntizecl pasamet.ers heing the codebook excitation index 

and the LTP c1ela.y. Tal>lc -1.1 gi1.c~ a, general idea, on the reconstructecl speech quality 

when the LTP coeficient, is either eletcvninecl lxfore the codebook gain or jointly 

computed wit. h this 1att.w. r\ lt.liougl-I t,he a.vera.ge prediction gain is slightly lower 

for the SLJJC; scheme. 1 . 1 1 ~  l~econst~ructecl speech clua.lity is much better perceptually, 

confirming the 2 d n  SNR i111tl scgSNR tlilkrence I~etween the sequential and the se- 

quential/joint appsoxclles. The lo\wr prediction gain can in fact be attributed to 

portions of the speech sig11i1.1 \vllere t,lw [,'TI' c1ela.y drops I~elow the sul>frame length. 

The LTP coefficient in  s11cl1 c;rscbs is opi.imizcltl lor the periodic extension of one pitch 

(dB) (dB) 



speech subframes of 4 ms 

Figure 4.4: Segmeiital precliction gains (-I ms speech segments) for 400 ms of female 

speech when the LTP coefficient. is computccl in the sequentia.1 methotl (solid line), 

and in the SL/.JG t,eclinique (clashed line). 

cycle, and la& t,lius t.he f'ullness of t.1ie pit.ch recycling procedure. The improved 

performance of the SL/.JC: is illustratetl iu Fig. 4.4, where the segmental prediction 

gain, taken over 4 111s sul~franies. is gi\-en for 0.4 s of speech. It is clear from the 

voiced regions (subrrames wit.11 high pretlict.ion gain) in Fig. 4.4 that the SL/JG 

optimization scheme out,pertor~ns t,he secl1ic11t.ia.l a.pproach. The segmental prediction 

gain difference can easil!. reach 6 t.o 7 (In. These regions however to LTP 

delays greater t,lia.n t,hc suhfraliie lengt 11. 

Finally, to complet,c t .ht .  pc~rforma.~ice e\:alr~a.t,ion of the implementecl scheme, it is 

worth investiga.t.ing it,s impact. on sl>ccd~ seg~iicnt~s where the pitch period drops below 

the set suhframe 1engt.h of - L  111s. Fig. -1.3 esllibits the energy spectra for an orig- 

inal segment of feniale spccdl. i t  s rcconst ructecl version ~ v i  th sequential parameters 

optimization a.nd wit11 t.hc ST,/.JC; tecliniqr~c. The LTP delay in this speech segment 

hovers around 29 saml;lcs (pil.cl~ ~ I W ~ I I P I I C ! .  aso~~llcl 275 Hz), for ten sul~frames of 32 

samples ea.cli. The esccssi\-c. ~ ~ r ~ r n l w r  ol' sl~al'p spectral clips a.round the 2.50 Hz har- 

monic and its mull.iples is a.pp;i~.(vit for tlic SL/.JG method speech spectrum of Fig. 

4.5 (c) .  The seqr~cllt.i;i.l opr inrizilt.ioll t c ~ c l l ~ ~ i q ~ ~ c  clisp1a.y~ a, smoother energy spectral 

envelope at the lower I'~.cc~~~cv~c.ic~s. [ t .  tloc.s i l l  t,hc limit hct,t,er represent, the orig- 



Figure 4.5: Energy spect,ru111 ol' 10 nls of ( a )  origina.1 fe~-na.le speech, (1)) reconstructed 

speech with seqiwut i a l  pa.ra11lc.t c1.s opt i111iz;ll im. ( c )  reconstructed speech with opti- 

mization ha.secl on t,he Sl,/.J(; scl~cnle. '1'11(~ pit,cll period follows a smoot,h evolution 

from 2S samples to 3 1 s;)n\l,lcs i n  t Ilis sc\gnwnt.. 



inal speech spectrum. On the other hancl, clearly better results are obtained for the 

SL/JG technique in the case of LTP cle1a.y~ greater 32 samples, as those displayed 

in Fig. 4.6. The pit,& frequency for the now considered segment is around 222 Hz 

(a  period of 36 samples). The excessive energy at the second harmonic of the pitch 

frequency (around 4.50 Hz) is appa.rent between the peaks of the spectrum corre- 

sponding to the sequentia.1 a.pproa.ch (Fig. 4.6 ( I ) ) ) .  The low frequency region is much 

better recovered in the case of the secluentia.l/joint technique, as the dips below 0 dB 

are faithfully represented at the 11a.rmonics of the pitch frequency. This translates 

perceptua.11~ into the remova.l of noise bursts or clicks in the reconstructed speech. It 

is worth also noting the bet,ter spectra.1 representation at the high frequency end for 

the adopted scheme. 

The LTP delay is selectccl i n  the closecl-loop optimization procedui-e by ma.tching 

the past reconst,ruct.ecl speech subfra.me t,o the current original speech subframe. 

This delay can t,herefore yield ina.ccura t.e pi trch periocls a.nd the LTP coefficient will 

be underestima.tec1. By reducing t,he qua.ntiza.tion error of the LTP delay, finer LTP 

coefficient estimates ca.n be ol~tainecl. In narrowband speech coding, the delay reso- 

lution is limited to t,he sa.mpling ra.tc. of 8 IiHz. Increasing the resolution of the delay 

while keeping a. su%cientl\: a.ccura,te quantiza.tion of the LTP coefficient results in a 

significant enhancement of pit,ch pretlic1.ion. Fractional LTP delays obtained either 

by multiple-ta.p predictors or I)!: int.erpolat.ion of the speech signal are the object of 

the next section. 

4.3 Increased Delay Resolution Pitch Predictors 

4.3.1 Three-Tap Predictors 

The higher performance ol t Ilree-tap long term predictors when compared to single tap 

pitch predictors can lw accounted fos t l ~ c  LTP coefficients dependence on frequency 

a.nd the variability in fsequc.ncy ot' the 11armonic.s. The LP excitation obtained from 

a three-tap pitch synthesis lilies can I)(. \vrittc-n as: 



Figure 4.6: Energy spertruln ol -10 ins ol ( a )  original fern& speech, ( I ) )  recoilstructed 

speech with seqllrnt,ial paramrt,rrs optiinizat,ion. (c.) reconstructed speech with opti- 

mization lmsed on the SL/.JC; schcmc. ' l 'hc, pit,ch period follows a smooth evolution 

from 36 samples t.o 37 samples i n  (.his S C ~ I I I C I ~ ~ . .  



With the c e n h  cle1a.y Iwing dl t,he poles of the pitch synthesis filter are  ohtained by 

solving the polynomia.l z d  - /i3-1z-' -/30-/31z . .A study of the three-tap LTP for very 

small coefficient. varia.t.ions gives a. gooel genera.1 idea. on the frequency dependence of 

the LTP parameters. For t.liis purpose, the LTP end coefficients are split into odd and 

even normalized contributions be a.nd b,, a.ncl t,he polynomial to  be solved is expressed 

as : 

If the even a.nd odd contributions of the t,a.ps are set to  zero, the  single-tap LTP 

results, with the poles zx. located at  zx. = IPol ' I d  e j z x k I d d .  T h e  resonant frequencies 

(harmonics) are clea.rly e~.cnlj-  clist.ril~utecl around a circle. 

The even cont,ril)ut.ion of the coefFicient.s is now ana.lyzec1 by setting the odd con- 

tribution b, to  zero. For a. \.cry srna.11 \.a~*ia.t.ion of be, the new pole location becomes 

zh, given by: 

z;. = I$O + 2h, C O S ( ~ T ~ / C ~ ) ~  lid e j 2 ~ k / d  7 (4.29) 

as lZk - z;( -4 1. The  h, component. of the LTP coefficients contributes to  a radial 

movement of the poles, where for posit.ive he,  the poles will move outward a t  low 

frequencies and inward a.t high frequencies in the z-plane. T h e  envelope of the pole 

locations ha.s thus low-pss  cha.ra.ct,erist.ics (consequently high-pass chara.cteristics for 

negative be) .  Insta.I>ilit,y may result. when t.lw pole location is near the unit circle (Po 
near 1). The  work in [4] has cle~-nonst.ratccl the t~enc1enc.y of b, towards positive values, 

thus emphasizing t.he l o w - p ~ s  nature ol' t he three-ta.p pitch predictors. As long term 

prediction becomes more a.ncl more ina.cc~~ra.t.e a t  high frequencies (Figs. 4.5 a.nd 4.6), 

the low-pass chnra.ct~erist.ics p1.ovicle a compensation by allowing high gains a t  low 

frequencies a.nd preventing error increa.ses a.t higher frequencies. 

The small odd contril)t~t.iou of t,he coelficients (11, = 0) for very small pole dis- 

placements, - :;.I << 1, is responsil>lc for the t.a.ngentia1 movements of the poles in 

the z-pla.ne. The new polc locat ion is now: 

For nonzero v a l ~ ~ e s  ol' I),. 1 1 1 ~  P\TII  clist r ihl~ t ion of the reson;~nt freclwncies is lost as 

well as the linearit>r of t l ~ c .  [,TI' l)llils('. '1 '11 (~  small variations of the IXP cocficients 



oclcl contribution clo not. tl~ils simply represent a, fractional aclj ustment of the LTP 

center delay d. The phase of the filter transfer function is adjusted only for the domi- 

nating regions of the spectn~m, con.esponcling in the time domain to delay refinement 

for particular frequency lmnds. A large numher of LTP coefficients are required to 

achieve subsample resolution of the de1a.y. but the scarce bit resources render this ap- 

proach harmful to the coding qua.lity. An a.lternative approach to multiple-tap pitch 

predictors is proposecl nest,, result,ing in  only a slight bit rate increase from single-tap 

prediction. 

4.3.2 Fractional Delay Pitch Predictors 

The prediction ga.in of long term predictors is usua.lly dependent on the rate of update 

of the parameters, the prediction orcler and t.lie an~ount  of perioclicity in incoming sig- 

nals. In addition, it wa.s shown in  [25]  t.liat. increasing the speech sampling frequency, 

f,, increases the a.vera.ge pwdict ion gain. As i t  was previously mentioned, higher 

order (multiple-tap) predictors yield higher prediction gains, as the LTP coefficients 

enable for certain frecluenc!. I~ancls in ter-sa.mple interpolation. However, 2 to 3 bits are 

needed on avera.ge for ea.ch LTP coefficient. to be quantized [3], making multiple-tap 

predictors a very expens i \~  clloice as uptlate ra.t,es get close to 200 updates/second. 

The employed scheme is a. \wia.t,ion of the single-tap predictor where the LTP delay 

d is allowed to have a.rhitra.ry t,ernporal resolution. With much lower bit allocation 

requirements, this schemc is equi\-alent, i n  performance to three-tap preclictors. The 

achievement of such higher t.ime ~-cwdutions is forma.lly described next, followed by a 

performance eva.lua.t,ion of t l ~ e  proposed fract,ional delay pitch predictor. 

Subsample  Resolut ion of Predic t ion  Lags 

In the one-tap long t.erm predictor 01' S C C ~  ion 4.2.3, the LTP clelay was represented 

by an integer numlwr of sa.mples. (1. ohtai~~ecl at, the sampling frequency f, (8 kHz). 

The increased temporal rcwdrlt ion ol' the tlclay is now achieved by expressing this 

latter as an integer 1111rnl)cv. ol' sa~nples 11 plus a, fraction of a sample 1 /  D,  where 1 and 

D are integers a.nd I = 0. I . .  . . . D - I .  Tlic opt,imal fractional delay can therefore 

he obtained by  shifting for\\.artl l , l~e past LP excitation by the noninteger clelay l /D  

hefore performing t,lie closed-loop sc\a 1.c.11. A \.cr\: eSTicien t inethocl used to perform 



Figure 4.7: A basic structure for achieving a. fractional delay of l / D  samples. 

shifting of discrete signals I>y fractional cle1a.y~ is polyphase filtering. T h e  polyphase 

filters structure [56] is described in Appendix .4, with some of the properties listed. 

Assuming that  the signal y (n)  is an a.dva.nced (or delayed) version of the input 

signal x ( n )  1131 a. fract.ion of a sa.mple / I D .  this corresponcls in the Fourier domain to  

a, linear pha.se shift: 
~ . - ( ~ j " l )  = c ~ j i p l / D - y ( e j t u ) .  (4.31) 

The  ideal syst,em t,o a,chie\-c> t.liis operation is seen from Ecl. (4.31) to  he an all-pass 

filter with a lineas plia.se @(w) = l w l r ) .  It is shown in Appendix A that an FIR 

polyphase filter a.pproxinla.tes the c1ia.racteristic.s of the desired system, and thus FIR 

polyphase filters will be the hasis of t . 1 ~  i'racteional delay practical implementations. 

It is important t o  rea.lize tha.t a fra.ct,iona.l delay 1/D a t  the sampling frequency f, 

corresponds t o  a a  integer c1ela.y I at. t,he liiglwr sa.mpling rate D  f,. Fig. 4.7 displays 

the various sta.ges of the plmse shift procedure. The  sampling frequency is a t  first 

increased by a. fa.ctor of D Ily i n s d i n g  ( D - 1)  zeros between successive samples of 

x ( n ) ,  yielding in the frequel~cy cloina.in t.he rcla.tionshi'p: 

The  resulting out,put. is tllen passecl throrlgh an ideal low-pass filter hLp(m.) with cutoff 

frequency fs/2 (a.t t.he sa.mpling ra.t.e D j ; )  in order to remove the mirror images of 

u(m).  The  int.erpola.t,ecl vessio~l. c l ( r i 1 ) .  o l  the input signal x ( n )  results: 

The  interpola,ted signal is nest atl\.a.nc-ccl 1,y I sa.mples a.t t,he higher sa.mpling rate: 



and then downsamplccl a.ga.in to the origina.1 sampling frecluency. With the assump- 

tion of an ic1ea.l low-lmss filter, the ilnages of .ri(in) are sufficiently attenuated to he 

neglected (no alia.sing components). a.ncl the output is finally obtained as: 

The low-pass filter HLP(eJW) can be a.pproxima.tec1 by a FIR filter h(O), h ( l ) ,  . . . , h ( N -  

1) with exactly linear pha.se. The cle1a.y a.t the higher sampling frequency will then 

he (N  - 1)/2. In order to keep a,n integer filtering delay a.t the low sampling rate, N 

is chosen such that the clelay is a mutiple of D: 

- 1 
= In, 

*) 
d 

and I becomes thus the clela!; a.t t.lie sampling ra.t.e ,f,. hr thermore ,  if the magnitude 

response of 11.(m) is equal t.o D in t.he passba.nd, the output can be written a.s: 

The structure in Fig. 4.7 wit.11 t.he FIR filt,er h ( m )  becomes hence an approximation 

to  an all-pass net,work with a fixeel integer cle1a.y of I samples and a variahle fractional 

delay of I /  D samples. 

Polyphase filt.ers p l ( l : )  are usecl to rcalize t.he sampling rat.e increase and the in- 

terpolation (cf .4ppenclis A ) .  They are ol~t.a.inec1 from the coefficients of the FIR 

interpolation filt.er as: 

With the filter h ( m )  heing c a ~ ~ s a l  ( h ( r n )  = 0 for 172 < O), the first coefficient pI(0) 

for nonzero 1  will he zcro. l[oreo\-er. each one of the D polyphase filters will have q 

coefficients (0 5 X. 5 (1 - 1). with r/ gi\-en I)!.: 

It is worth not,ing 1.lia.f il'ollr. \\.a.ilt.ctl to i~nplemcnt plmse elela,ys instex1 of a.clva.nces, 

the espression for the pol\,l)llase filt.cr c-oefficient,~ would be: 



The sigha.1 y (n.)  correspontlilig t.o a. shift,ed version of x ( n )  by 1/D ca.n now he ohtainecl 

by the convolution wit,h tlie 1 - t h pol?.pha.se fil t.er, given by: 

The FIR approximation to the ideal low-pass filter should be accurate enough 

to  sufficiently at,tenuat.e t . 1 ~  a h s i n g  components in the downsampling process. The 

cutoff frequency of the stopl>a.ncl shoulcl thus be f , / f l ,  and tlie stopband ripples suffi- 

ciently small. The sin(x)/x interpola.tion function weighted with a Hamming window 

is used in this work as a Nvquist filter, with a cutoff frequency of 4 kHz. The O-th 

polyphase filter cowesponcling t,o t.he shifting hy the integer delay I operation will 

have in this ca.sc coefficic11t.s po(0) = 1 and po(X:) = 0 for A: > 0, greatly simplifying 

the convolution of Eq. (-1. 1.1 ). I t  is 1vort.11 ~nent~ioning tha.t other interpolator de- 

sign methods, such a.s 11;. mi~iilnizing t,hc mean-squared interpolation error [57], yield 

equally performant int.erpola.tion filters. In fa.ct, it is even pointed out by [25] that 

such filters have t>lw sa.me pcrformaace of t,Iie sin(s)/n: prototype interpolator at lower 

fixed sample fi t,ering delays T .  whicli reduces the effective number of impulse response 

samples required for an a.ccura.tje a.pl>rosj~iia.t.ion of the ideal interpolator. 

With the arbitrary fractional clela!. shi ft ing scheme being now set, the expression 

for the single-tap long term predictor wit 11 LTP delay cl + 1 /  D becomes: 

If the fixed delay I va.111e is guara.nt,cctl to he less than the minimal LTP integer 

de1a.y cl, the filt,er will l ~ e  causa.1 a.ncl t . 1 ~  polypha.se filtered pa.st LP excihtion will 

only need to he sl~ift~ecl l)acI<ward I)!: I silnlples. Shifting of the pa.st LP excitation is 

performed for a.ll allowal)lc fract ioual clelays I /  D hefore the closed-loop optimization 

procedure. It is a.lso esse11t.ia.l no t .  to forget a.t reconstruction time to shift by the 

optimally select'd fractional tlcla.\' w l ~ i l ~  adding t,he perioclic structure to the selected 

coclebook esci tation. 

Pe r fo rmance  Evaluat ion of t h e  P roposed  Fractional P r e d i c t o r  

A fractiona.l delay pitch prcrlictor \\.il.lt le~npora.l ~.esolution up to 116 of a sa.mple was 

found to consitlera.l)l\ irn11roi.c t11e p e ~ w p t  r t a l  clwility of the reconstructccl speech. As 



Table 4.2: LTP delay distribution for a fractional delay predictor with 9-bit lag 

quantization. 

will be found shortly, prediction ga.in mea.sllres confirm the subjective results. At 

an operating coding ra.te of S kb/s, it wa.s concluded after various reallocations that 

not more than 9 hits per -1 ms subframe are needed to he assigned to LTP delay 

quantization. The de1a.y clist:ril~ut,ion was limitecl to the mnge of the pitch period 

in male and female speech, naniely from 20 sa.mp1es (2.5 111s) to 147 samples (15.375 

ms). Lags corresponding t.o the most freqllent. fundamental periods for both male and 

female speakers 11a.d their rcsolu t.ion i tlcrea.sed up to 116 of a. sample. This increased 

resolution range, ma.inly applied t.o t . 1 ~  shorter tlelays, helpecl compensating for the 

more perceivable clistortioll proclucetl I>! t l i t .  CELP algoritlm in coded female speech 

and not in c.odec1 ma.le speech. Other Icss f~wluent intervals, such as high pitched and 

grave sounds were resolved t.o 1 /-I or I /:I of a. sa.mple, while the very long delays that 

rarely occur were left at integer sa.mple resolution. The respective ranges of the 512 

LTP delay values a,re given in  Ta.l)le 1.2. iVi1.h the chosen va.lues for D in Table 4.2, 

the fixed delay I of the FIR lincar p11aw int:erpola.tor must be set to a relatively high 
\ 

value in order to provide a. goocl approximill ion to the ideal low-pass filter while still 

preserving the ca.usa.lit\: of the  pit.ch pmlictor ( I  < min d) .  The value I = 16 proved 

to he a good compromise I>et,\vccu qmlit,\- (respectively 9'7, 129 and 193 coefficients 

for the FIR interpolators 1)). 3. - 1  i~ .n t l  6 ) .  a n d  real-t,itne implemental->ility of polypllase 

filters (33 coeficients ea.ch ). 

The basis of perfosmancct corn pa.rison I)c.l,ween the integer delay single- tap pre- 

dictor and the a.dopt.ccl fl.ac.t.iollal clcla!. 1,TP scheme is the average prccliction ga.in 

measure. The psedictio~~ ga.in \xlrws ( i  11 ( I l l )  wcre a.veragcd 011 a c.ollect.ion of male 

D 

4 

G 

4 

Upper clclay 

24 311 

69 5/" 

99 3/" 

- 

Lower delay 

20 

2.5 

70 

Number of entries 

20 

270 

120 



Table 4.3: Average pitch prediction ga.ins for single-tap long term predictors with 

integer and fra.ctional de1a.y t(empora.1 resolution (I = 16). 

Delay 

resolu t,ion 

Integer 

and female speech sentences, with all speech segments yielding gains below 1.5 dB 

excluded as they usually either represent silence on nonperiodic sounds. The long 

term predictors a.re. once again. eva.luat.ecl i n  a lmsic CELP coder environment, with 

an LTP upda,te ra,te of -1 ms and LPC' parameters comput.ec1 every 20 ms. The code- 

book gain and the LTP coefficient a.re left unqua.ntizec1. Ta.ble 4.3 summa,rizes the 

experimental results. The incrmse in performance for the fra.ctiona1 delay single-tap 

LTP is comparable t,o prediction ga.in \-a.lues recorded with a 3-tap pitch predictor 

with integer de1a.y~ [25,  341. IF 2 I>its/coeflicient are needed on average to encode the 

multiple-tap LTP coeficient.s, a. sa.ving of a.lmut :3 bits is rea.lizecl as only log,(D) bits 

are required to encode the fra.ct>iona.l sa.mple clehys in excess. Both pitch prediction 

schemes were successi\~ly implcment.etl a.s pa-rt of a 10-bit coclel~ook CELP coding 

algorithm, wit.11 t,lw parameters Icft. r~nqnant izetl. At an LTP parameter upda.te rate 

of 4 ms, the reconstruct~ccl speccli resulted i l l  a.hout 1.5 dB higher SNR va.lues in the 

case of fra.ctiona.1 LTP clelil!-s. 

4.4 Conclusion 

Average Prediction Gain (dB) 

The performmce of linear preclict,i\-e coclc~.s such a.s CELP is strongly rela.ted to the 

prediction ga.in of t,lw pi tr l~ prcrlict:~~.. In  [.hew coclers, multiple-tap a.nd fractional 

delay preclickors a.rc more elficicwt, t11a11 si~iglc-tap long tern1 predictors, a.s they allow 

a smoother evoll.lt;ion of t.hc pit.cl~-cyclc \va.veSorm. For the 3-ta.p prcclictor, this en- 

hancement was t . 1 1 ~  result. ol t,lle lo\\.-l>i~ss cl~aract~cristics of the frequency-dependent 

coefficients en\:clope a.lo11g \\.it l i  tlie ci~l>ill)ilil;~ of moving the poles ta.ngentia.lly. As 

a consequence, t he LTl' tlelil.? co~~lcl he ~ ~ f i  t~c-rl Ibr high energy spectra.1 regions, with 

female 

7.16 

male 

-5.71 



the  coefficient,^ allowing interpola.tion 1)etwcen sa.mples. However, the high bit rate 

requirement of multiplc-tap pit.ch predictors impedes their use in medium a.ncl low bit 

rate coding schemes. In a.tltlit,ion, sta.bility checking procedures are more complex for 

such predictors which oftmen I~ecome unsta1)le. affected by quantization errors on the 

LTP coefficients. For a single-tap LTP, st,al)ilit,y is gua.ra.nteed be keeping the LTP 

coefficient below unity. Esgloi ting the simplicity of single- tap predictors, fractional 

delay pitch preclictors perform equivalently or better than n~ultiple-tap predictors in 

a full coder. They are c11a.ra.cteiizetl by one LTP coefficient and an increased time res- 

olution for the delay, yielding LTP de1a.y~ expressed as an integer number of samples 

plus a fraction of a. sample. The distortion in CELP coders is usually more audible 

for female speech than for 1na1e speecll. Xonint,eger delay pitch predictors allow the 

enhancement of perforinance for female spea.kers by increasing the time re~olut~ion for 

the shorter de1a.y~. hloreovc.~., a. small n~lmlwr of bits is needed t o  quantize the fra.c- 

tional LTP clehys which results in significant. bit rate savings as no extra coefficients 

need to  be clua.nt,izetl. This allows t,he refincment of other components in the coding 

scheme (such a.s increa.sing the excitation coclel~ook size). The  advantage of using 

fractional delay pitch preclic tors in the a.nal\.sis-by-synt hesis loop of the CELP algo- 

rithm is therefore the elimina.t.ion of mat.ching errors due to  limited time resolution. 

This increases the significa.nce of t.he pitch prediction scheme in the error matching 

procedure and deem pha.sizes the preclom i n a  nt. role of the exci ta.t,ion codebook, lea.ding 

to more flexibility in encoding the cscit.at ion ~wt .o r s .  



Chapter 5 

Toll-Quality Speech Coding at 

5.1 Introduction 

High speech cocling clua.lit?; a.t a. ra.te of S kh/s l1a.s heen achieved by two coding schemes 

based on the CELP algoritlim; the Low-De1a.y S lib/s CELP coder (LD-CELP) [7], 

unique candidate for CXITT st,ancla.rcliza.tioii, and the Vector Sum Excited Linear 

Prediction (VSELP) [29] coder select.ecl by the Telecommunications Industry Associ- 

ation (TIA) as the sta.ncla.ld for North American digital cellular telephone systems. 

Both coding schemes regist,erecl a. si1nila.r performance, perceptually equivalent to 

around a 3.95 on a. MOS scale. I-Iowcver, tlie. low coding delay in the first scheme 

and the bit costly LPC' para~neters sca1a.r qua.ntiza.tion method in the latter scheme 

have lilnitecl the finer quant izat,ion of tlie long term predictor parameters. It is not to 

say, on tlie other lmncl, t.liat a reallocation O F  the cluantizatioil bits among the opti- 

mized encoding I>locli~ descri1)etl in t,lle pre\~ious cllapters would result in toll-quality 

reconstructecl speech. Going ol-er tllc -1.0 I)a.rrier in 1nea.n opinion score at this given 

bit rate is not rehtetl an\.lliorc t30 hit economics. With the human listener being 

the ultimate judge of qu;l.li~\-. I . 1 1 ~  hest i~.t.t.a.ina.i>le coding performance is reached by 

reducing t,he perceptual ol)jcctiona.l)le tlistorlion to the lowest level possible. For this 

purpose, perceptua.1 spcccl~ c~rillancenlc:~ii. 1.ccllniques such a.s ha.rmonic noise weighting 

and postfilteriug will  I)(: 1 i i ; i ( 1 ( ~  a11 i~lt.egl.i~llt ])art of the cocling sclieme. Moreover, if a 



coder can iclea.ll\. a.Kortl t o  postpone. t hc t ra~~snlission of tile optimizecl a.ncl qua.ntized 

parameters until after se\:eral spwch subframes ha.ve heen coded, one ca.n then select 

the successive parameters I)y ~niiiitnizing a.n accumulatecl mini~num rnean squared 

error criterion over those sul~fra.mes. Such an improvement technique is reminis- 

cent of trellis coding, a.nd will be called i n  t.his work tlela.yec1 decision coding. The 

performance improvements ol>ta.inecl with this method prove indeed the "relative" 

suboptimality of synthesis parameters that a,re selected on a subframe-11y-subframe 

basis in the ba.sic CELP a.lgorithni. The rna.jor problem remains however the added 

computat ional complesi ty. 

Nevertheless, all the speech en11a.ncement t,echniques added to the S kb/s coding 

scheme require first of a.ll a.n economical cluant;iza.t,ion scheme for the synthesis param- 

eters a.nd then a. ca.reful int,cgra.t.ion of e\-er; component in the overall coding scheme. 

Quantiza.tion of t,he long t.erm pretlict.or clclay a.nd t,he LPC! pa.rameters has already 

been discussed. A very emcient I-ector q~iantiza.tion metllocl for jointly quantizing the 

codebook gain a.ncl the pitch preclictor coefficient. will be fully detailed. With all the 

coder building blocks being now reopt,irnizetl, the bit alloca.tion policy will be set first 

followed by an overview on the structure a.nd operamtion of the full S kb/s CELP coder. 

Each perfornmnce improve~uent technique will then be discussed and a.ppropriately 

incorporated in the retlesig~lecl coding scheme. 

The difficult,y with the I,erceptua.l iinprovement techniques used to cleemphasize 

the coding clistort,ion is t.lw lowering of t.hc ol~jective mea.sures t11a.t results from 

the even poorer sa.mple-t.o-sa~~i~,lc match 1)et'ween the origina.1 and the coded speech 

signals. R/Iea.sures s~lch as S N R  and scgSNR loose their quality rating significance 

and will only be r w c l  in t.he case of the opera.t.ion of the coder with unquantized 

parameters, or t,o set, l owr  Im~ntls Ihr ii.ccepta.l>le coding degradations. The real 

assessement of toll-qt1a.lit.y ( d i n g  will corn(% from informa.1 compa.rison tests between 

the enhanced 8 l;l,/s CELP cotlcr a.titl il 7-hit. log PCTvI speech coder. 

5.2 Coder Structure 
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synthesis coders, conhills a n  eml)etltlc:tl tlecoder. The optimization of the synthesis 

pa.ra.meters is l>asecl on t lw mi nimimtion of a. weighted mean squared error criterion. 

As ca,n be seen from Fig. 5.1. t,lic \veiglit:ing consists of a spectral noise weighting filter, 

3 whose task is t,o ~docat ,e  t'lle rotling clistortions to high energy regions of the 
~-F(z/Y) ' 
spectrum where t.lie\r arc lvss autlihle. and a 1ia.rmonic noise weighting filter, C ( z ) ,  

used to enhmce the pcsiotlic st.r11ct.rlre ol' t lle speech signa.1. Both weighting f lt,ers 

are incorpora.t,cd into t.llc a~iill\~sis-l~j.-s\-~itl~esis loop. The value of y is fixed a t  0.8 

and the spectral noise \veight.itlg filt,es is ~~p( la tcd  from the LPC analysis stage. The 

harmonic noise 1veigllt.ing fi1tc.r is, on 1 1 1 ( .  ot.lier 11a.1~1, uptlated at the suhframe level 

11y an open-loop (0-1) pitc11 atia.lysis. Tlw la.!.ter weighting scheme will he discussed 

in greater det,a.il in  a. st~l)s(yr~er~t,  s ~ c i  io~i. 



The fra.me Icngt,l~ is 20 ms, corresponding t.o 160 samples a.t a speech sampling rate 

of S kHz. The speech fra.n~e is furt.ller su1)tlivitled into five suhframes of 32 samples 

each (4 ms). The analysis frame also consists of 160 samples, but, as was previously 

detailed, encompasses the four last subframes of the current frame being coded plus 

one subframe of the next speech fra.me to he coded. The speech spectral envelope is 

described by 10 LPC coefficients, vector clua.ntized in the LSF domain using the 24 

bitslframe split VQ scheme decril~ecl in Cha.pter 3. 

The 1inea.r prediction excita.tion (LP excita.t,ion), v ( n ) ,  is composed of a periodic 

contribution, Pv(I?. - d ) ,  which consists essentia.11~ of a subframe of past samples of 

this excitation amplitude scaled by ,B (single-ta.p pitch filter (cf Chapter 4)), and a 

stochastic excitation vector of 32 samples e ( n ) ,  scaled by the codebook gain G. Those 

synthesis pa.ra.meters a.re upda.t'ecl on a. su1)frame-by-subframe ba.sis a.ccortling to the 

sequentia.l/joint. a.pproa.cl1 clescril>ed in Sect.ion 4.2.2. The method is illustrated in 

Fig. 5.1. By setting t.he si\?itcll t.o posit ion 1, the excitation codebook contribution to 

the LP excitation is cancelled. and the LTP clela,~~ d  is determined in these conditions. 

Once the de1a.y d (acla.ptiv-e codcl)ook contril~ution) is found, the switch is reset to 

position 2 and the remaining parameters. namely the excitation codehook index i, 

the codebook ga.in C:: and t,he LTP coefficient 13 a.re jointly optimized by minimizing 

the weighted mean sclua.recl error I~etwccil t,he origina.1 and the reconstructed speech 

versions. 

Once all the pa.ra.meters for a, g i \ w  sl~l)fra.me a,re optimized and cpmtized, the 

adaptive codebook and the filt,ers sta.t.e a.re updated by conlputing the optimal LP 

excitation a.nd by pa.ssi ng i t .  through t,hc wight,ed synthesis filter and the harmonic 

noise weighting filtes in t,he louw 1)rancIi. 

An efficient wa.y of reducing t,lie conip11t.a.tiona.1 complexity without affecting the 

speech quality is t.o consider t.lw effect, of t,he Zero Input Response (ZIR) of the 

weighted synthesis filter and t,lie ca.scacletl I-Ia.r~nonic Noise Weighting (HNW) filter 

outside the a.nal!;sis-Iy-syn t hesis loop. /\ t. t lic beginning of every speech subframe to 

be coded, the ZIR is ohta.illec1 1)). letting t . 1 ~  ca.sc.a.decl filters ring for the cluration of 

32 samples, then s~~l)t,ra.ct,ed from the \wigllted origina.1 speech subframe to yield a 

new reference wa.\:eform B,,,. The st,a.t'cl 01' tlicse filters is then reset to zero and the 

Zero Sta.te R.esponse (ZSR)  will tletesn~ine n.1ia.t. synthesis pa.ra.meters are best suited 
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Pa.ra.meter 

LPC coel-ficients 

Bits/Suhfra.me 

Codebook index 

LTP c1ela.y 

Ta.l)le 5.1 : Ri t a.lloca.t,ioils for the 8 kh/s CELP coder. 

Bits/Frame 

24 

-- - 

Gains (G, p )  
UNUSED 

TOTAL 

to match the reference wa.vc.form. 

Table 5.1 gives the bit a.lloca.tions for the coder operating at a ra.te of S kh/s. The 

adaptive coclebook consists of .512 entries for a.n LTP delay range 20-147 samples. 

10 

9 

As was specified in the previous clia.pt.ei*. the LTP delay resolution is increased up to 

116 of a sample is certa.in critical ra.nges a.ncl u p  to 1/13 or 114 in others. Achptive 

codebook entries for LTP tle1a.y~ smaller t.han the subframe length are formed by 

periodic a extension. The excihtion ~ o t l ~ l ~ o o l i  conta.ins 512 stochastically generated 

(iid Gaussian) escita t,ioii 1-cctors arid t liei r nega.tive coun terpa.rts. 

The rema.ining hits w e  spent on gain clua.ntization, namely the LTP coeilicient P 
and the ~0del>001< ga.in G. A n  efficient \:ect.or qua-ntiza.tion scheme for the p i n s  has 

been developed a.ncl used in Lhe \jSELP coder [29]. Based on this model, a 7-bit gains 

vector quantizer is employed i n  this work. However, it requires for proper operation 

a.n a.ccepta.ble est,ima.t>e of t.l~e current. specch frame energy, encoded by .5 bits/fra.me. 

5 0 

4 5 

7 

5.3 Gains Quantization 

3 5 

1 

160 

Upon joint optimization of I l ~ c  escital ion cotlehook incles and the gains, the optimal 

LP escitatio~i call lw \vrit,ten as: 



where I is the escita.t,ion codebook index sclectlecl for transmission. A sca.lar qr~a.ntiza- 

tion of C: a.nd p would prol~a.l)ly yield gootl results, but not enough bits are a.va.ilal)le 

for the desired resolution of t.lw cluantizers. Moreover, the correlation that exists 

between the excitation components is totally neglected when separate quantizers are 

used. Vector qua.ntization offers I~o th  hit ra.t,e recluction capabilities and consideration 

of the interaction bet.ween t.he LTP coefficient and the coclebook gain. The distortion 

criterion will be the perceptmlly weightecl mean squared error between the original 

and reconstructed speech suhframes, with all parameters being quantized. Denoting 

by ,6 and the clua,ntized versions of ,f3 and G', the error sample, according to Fig. 

with bd(la) a.ntl i f ( n )  ]wing. as tlcfinctl i l l  C'l~apt'er 4, the weighted synthesis filtered 

and harmonic noise weightctl scqt1encc.s I,(,, - d )  aad e l ( n ) .  The mean sqmrecl error 

is then expressed a.s: 

In order to make t,l~is expression scseml~le a clist.ortion criterion for vector quantizing 

the gains, it can be rewritt,cw as: 

with the precomputecl \-a.1uc.s Iwing: 

R,,, = 1 f i f 1 ( , , ) 2 ( n ) .  



5.3.1 Vector Quantization Scheme 

A direct vector qua.nt.izat,ion of the gains values is usually avoided due to the oc- 

ca.siona.1 spurious l~ehaviout. of tihe LTP coefficient. Indeed, the optimal value for ,d 

can occasionally get very large, at unvoicecl/voiced segment transitions for example. 

A better beha.vec1 p i r  of pa.ra.meters is employed as a basis for vector quantization: 

PO, the normalized approxirrrate energy contribution of the opti.ma1 adaptive code- 

book vector scaled by /?', a.nd G S ,  an enejgg oafset  for refining the normalized energy 

contribution estimates. 

The normalization of the energy contril)~~tions of the aclaptive codebook and the 

exc.ita,tion codelmok ent.rics is ol)t.a.ined after dividing Ily a,n estimation of the speech 

residual energy, RS. Sor the cusrmt suhFrame. Using the set of p reflection coefficients 

{I;;} corresponcling t'o tllc intcymlat.cd suhSra.me predictor coefficients, the speech 

residual energy ca.n he oht ai ~ c c l  1);: [S] 

where L is the suhfra.me lengt:li and R,(o) is the cpintized current speech subframe 

per sample energy esti1na.t.c. This subframe energy estimate is in fact obtained from 

interpolating the clua.nt,ized per sa.mple energy estimates of the past and the present 

analysis speech fra.mes, fi,,,,,sl(0) and R,,,,.,.,,,t(0). The interpolation scheme for the 

subframe energy est.ima.t.es c~ors~sponls to the one employed for the LPC pa.rameters, 

given in Section :3.5. The qr~ant iza.t.ion of t.he per sanlple energy for the current frame 

is based on a. 32-level unifosn~ quant?izer in t.he log clomain, with a bin width of 2 dB. 

Appendix B det.a.ils t.he st,el)s of t,he frame energy q ~antiza.tion process a.nd outlines 

the interpola.t.ion scheme t.11a.t. !hltls R,(o).  

The expressions for PO and G5' ca.n 1 1 0 ~  he forma.lly defined. Given tha.t R,(0) and 

R,(1) corresponcl respect.'i\-clj- t.o tlic energy contributions of the optimally selected 

adaptive coclel~ool; and cscit;ation cod(~l>ooli vectors, they can be expressed as: 



1~=0 

With G S  consiclerecl to be t.he correction factor for the energy estimates, the optimal 

adaptive cocleword norma.lizec1 energy contribution is obtained by: 

where 0 5 PO 5 1. The optimal excitation codebook vector normalized energy 

contribution is obta.ined in a sirni1a.r fashion. Ideally, if all the subframe residual 

energy is accounted for PO. the excita.t,ion codebook vector energy contribution should 

vanish. Thus t.his 1att.er cont.ribution is linearly equivalent to 1 - PO, and can be 

expressed as: 
GQR,(l) 

1 - P O  = 
R S  G'S 

From Eqs. (5.9) and (5. l o ) ,  one can solve for 3 and once the best (PO, GS)  pair 

has been selected from the vect,or cluant,iza.t,ion codebook according to the criterion 

of Eq. (5.4). Precomputing some of the factors in the mean squared error criterion 

increases the efficiency of the c.oclel~oo1; search for the optima.1 quantized gains. By 

defining: 

the distortion criterion of (5.4) can 11e expressed in terms of PO and G S  as: 

E = R,, -((. d m -  b Jw'+ d GS Jm 
(5.12) 

+t: Cr'S PO + .f' G S  (1 - PO) . 

By successively trying the L2S c0tiel1001i ent.ries, the (PO, G'S) pair that minimizes 

the total weightecl error is t ransn~i t t~(I  to the clecocler, where the gains are recovered 

as follows: 

1 I:' 



It is c1ea.r from Eel. (.5.1:3) tha.t C: a.ncl 3 a.ssume only positive values. While the sign 

problem for G is ta.ken ewe of by the st,ructure of the excitation coclebook where 

each stochastic esci tat,ion vect.or 11a.s a. nega.t.i ve counterpart, /3 is not allowed to  

fall below zero even if its optimal uncluantizecl value is negative. However, it has 

been experimentally cleterininecl in [55 ]  that negative LTP coefficients occur only 

in unvoiced speech segments. and consequently, the role of the pitch predictor is 

insignificant in such cases. Therefore, whenever the cross-correlation, R,,, between 

the weighted reference signal a.nd the synthesized adaptive codebook contribution is 

negative, the pitch predictor is deactiva.tecl by setting the quantized value of ,B to 

zero. In this case, the mea.n sclua.red error simplifies to: 

and the quantized d u e  for G can st,ill be clet,ermined by selecting the codebook pair 

(PO, GS) tha.t minimizes the a.bo\:e error. It is also important to mention that this 

expression for the error is also d i d  for initia.1 subframes to  be coded (i.e. when the 

adaptive codebook is entirely popula.tecl by zeros). 

5.3.2 Discussion 

The codebook of 128 PO - GS vect,ors is clesignecl using the standard LBG training 

algorithm descsibecl in C h p t e r  13, a.ncl t,he t,ra.ining is based on a large speech database 

equally distributed between male a.ncl female speakers. Fig. 5.2 shows the distribution 

of the gains coclebook vect.oss. where PO is clispla.yed versus 10 log(GS). By factoring 

out the average residua.1 subfsa.me eiiergj~, t . 1 ~  gains can be quantized equally well a t  

all signal levels. The  dyna.mic range psol)lem is hence solved by quantizing the speech 

average energy once per fra.tne. The I)clia.viour of the c p n t i z e d  GS and PO parame- 

ters is illustrated in Fig. 5 . 2 .  .-Is t,lie a.tlapt.ive codebook energy contribution increases 

yielding PO va.li!es near u n  i1.j. (\:oicecl segments), the corresponding G S  va.lues be- 

come less significa.tit, (a.ror111tl 1). IIo\\:cver. a.s the pitch prediction role diminishes 

with decsea.sing PO va.lucs. the correspontling GS values cluickly tend towards zero, 

further attenua.t,ing t.he ga.i~ls. Such a. Iwhavioiir helps in clea.ling with situations such 

as unvoiced/voicecl segment t.sa.nsit.iorls \\:l~ese s~idclen energy increases are regulated 

by low GS d u e s .  The  T,TP coclliciet~t .j can occa.siona.lly get very la.rge in similar 



Figure 5.2: Gains coclclmol; vectoss represented a.s PO vs GS in dB. 

situations, whereas the PO range is a.1wa.y~ limited between zero and unity. The GS 

and PO parameters are thus much inore suitable for vector quantization than are the 

codebook and LTP gains. F id l? ; ,  a.s long a's t.he average frame energy is properly 

transmitted to the clecoder. t,he reconst.ructec1 speech energy will not exceed the de- 

sired energy specified by t.lie ra.nge of' G.5 in Fig. .5.2, and thus sudden bursts are 

avoided. Results on the pcrforma.nce of t,lw implemented gain vector quantization 

scheme are reported a.t, the end of this thesis. 

5.4 Perceptual Enhancement of Coded Speech 

As limitations a.re imposed on the operating hit rate of the CELP coder, maintaining 

good coding c1ua.lit.y hecomes a. much more involvecl task. The loss of accuracy in 

the waveform mat,ching; approach s l ~ o ~ ~ l t l  then be compensa.tec1 by emphasizing the 

perceptually significant fea.tures of the spcech signal. It was already explained how 

exploiting the ma.sking propert,y of the 1iuma.n a.uc1itory system has led the spectral 

noise weighting t,o improve t.lw ma.tclling pl.oces.c; in CELP. Other quality enhancement 

techniques have heen employed wi th  p o s t  Cilkring [58] and pitch prefiltering [29] being 

the most common. 



Accentuating the coclecl speech periodic st,ructure has also drawn the a.ttention of 

many researchers, as some int.erha.rmonic distort ions were audible in voiced speech 

segments. The proposed periodicity enha.ncement technique in this work derives from 

the spectral noise weighting a.pproa.ch, since it exploits in this case the noise masking 

potential of the harmonic structure in the speech signal. As it will be shortly seen, 

this Harmonic Noise I~Veig1z.tl.n (HNW) technique incurs no cost in the bit allocations 

of the coder since it is included in the analysis-by-synthesis loop of the encoder for the 

sole purpose of improving the perceptual weighting of the error matching criterion 

[XI. Furthermore, in view of the close rehtionship between the long term predic- 

tor delay and cdefficient a.nd the HNW pa.ra.meters, the complexity of the synthesis 

parameters optimimtion technique can be grea.t,ly reduced by performing a limited 

LTP parameters search a,rouncl t.he selectccl HNW para.meters. The minor objective 

quality measurement degra.tla.t.ions t,hil t follow a.re not perceptible. 

On the decoder side, tile ~wonst.r~~ct.ecl speech quality is enhanced by adaptive 

postfiltering. An efficient postfilter. originally introduced in [31] to improve the per- 

formance of the CCITT sta.ntla.rcl 16 Iil)/s LD-CELP coder, is implemented in the 

coding scheme of this thesis. :I full clescript,ion of the postfilter adaptation process is 

also given in this section. 

5.4.1 Harmonic Noise Weighting 

Reducing the presence of noise 1)et.wec.u Iia.rmoniCs was in the earlier versions of the 

CELP coder a.ccomplisl~ecl a.t t.he tlecotler side I)y pitch postfiltering [El. More re- 

cently, an attempt to enha.nce perioclic.ity a.t the synthesis parameters optimization 

stage was ca.rriec1 in [:3:3]. It. consisted i n  reducing the contribution of the excitation 

codebook vectors in voiced segrnmt.~. a.s t.hey were considered to be undesired noisy 

components. The cotlel->ook gain in  t.hosc circumst,ances was set to values below the 

optimally ca.lcula.tccl ones. The irnprovemc.nt of the subjective coding quality with this 

technique (const.ra.inec1 excitation appsoacl~) a.clclresses the limitations of the common 

weighted error criterion used in t he (''1'1,I' a.lgorithm. 



Weight ing  S t r u c t u r e  

By exploiting the noise masking pot,ent,ial of the speech signal harmonic structure, 

the perceptual accuracy of t,lie CELP error criterion can be increased within the 

analysis-by-synthesis proceclure. This is accomplished by cascading the spectral noise 

weighting filter W ( z )  with a. 11a.rmonic noise weighting filter (HNW filter) C ( z )  as 

illustrated in Fig. 5.1. The combination of both weighting schemes leads to a signifi- 

cant quality enhmcement over t,he usua.1 spect:ra,lly weighted error criterion. The form 

of the harmonic noise weighting filter is simi1a.r to that of the long term predictor, 

given by: 
n.1 

c(:) = 1 - C cizI-D+;) (,5.1.5) 
;=-,I! 

with E, a pa.ra.met,er set, l>ct\veen zero and unity t.o specify the amount of weighting to 

be applied. The H N W  filt,cs clela.>, D antl niultiple taps { c ; )  are determined from an 

open-loop pi tch  analysis on t,lie spectrally weighted input speech. However as the 

number of taps increxes t.he spect,sa.l envelope of the HNW filter looses its flatness 

(cf Section 4.3.1). a.nd ma.\: degra.de the weighting performance. A 3-tap HNW filter 

was found to be a good compromise lx=-t.\veen complexity and performance [34]. The 

proposed ha.mlonic noise weiglit.ing scheme in t,liis work uses a single tap HNW filter, 

with the delay D ~esolut~iorl increased up t,o 116 of a sample over the whole pitch 

period range considered (20 t,o 147 sa.mplcs)? obviating the need for multiple ta.ps. 

Complex i ty  Reduct ion  

The incorpora.t.ion of 1ia.rmcinic noise \veight,ing in the closed-loop synthesis parame- 

ters optimimtion affects the. c o m p ~ ~  t a t io1ia.l complexity at two stages: the long term 

predictor (LTP) cle1a.y clet.ermina.tion antl t.lw joint selection of the codebook index 

and gains. It was esperin~cnta.lly conclucled in [34] t11a.t spectral noise weighting 

was sufficient during t.he LTP delay search, a.ncl sul~sequently, harmonic noise filter- 

ing is only necessa.r\: during t.he joint; opt.imiza.tion sta.ge. Furthermore, the HNW 

filter parameters forrntl a.t the outcomc. ol' the open-loop analysis on the spectrally 

weighted inpr~t speech. eslwcia.ll~. the I'sa.ct.iona.l delay D, can be employed to reduce 

the complexitv of t,he adapl i \ : c ~  (~odc~Ixml< seasch. The method is simi1a.r to a hybrid 

open-loop/closed-loo!> seascl~. \vlic~se t l ~ e  open-loop sta.ge determines a. list of candi- 



date lags to I x  eva.luatecl i n  the closecl-loop search. 

From the spectrally weighted input speech s,,(n) the correlation arrays Co(cl) and 

normaliza.tion a.rra.ys Go((/) a.se comput.ed first. for all integer delays d in the lag rmge 

considered according to: 

The optimal one-ta.p preclict~or delay J is then found by maximizing the normalized 

correlation, 

over the lag range. Once t.he sul)multiples of J are checked an optimal integer lag 

determined, the resolut,ion of t,he c1ela.y~ is increased to 116 of a sample by polyphase 

filtering the arra.ys of Eel. (;5.16) ( c j  Appenclis A ) .  F~a~t iona .1  de1a.y~ are then classified 

as surviving canclic1a.t~es 1>y selecting asor~nd the optimal integer lag those lags that 

maximize the int.erpola.ted nosma.lizecl correla.tion function with their associated pitch 

prediction gain exceeding a cerhin threshold. The threshold can be for example a 

percentage (75 % in this work) of the precli~t~ion gain obta.ined for J. At this stage, the 

value of the HNW filter c1ela.y D is chosen t,o he the smallest surviving lag (integer or 

fractional), a,nd the corsespo~~tling f i l te r  coefficient is computecl. Additiona.l surviving 

lags can also be det.erminecl from cloi~l>ling a.ncl t,ripling D at the higher resolution 

and the open-loop sea.rch sta.ge is concludecl l)y rea.rranging all the surviving lags in 

decreasing prediction ga,in ortlcr. The closecl-loop adaptive codehook search procedure 

is in turn performed a.rolmcl the hest. few surviving lags. The amount of computation 

is therefore reduced with no loss i n  clua.lit,~- a.s the estimated open-loop surviving lags 

are highly correla.tet1 wi t11 t he immeclia.te pa.st reconstructed speech pitch cycles for 

voiced frames. IIowever, the rela.t.ionsh i 1, hetween open-loop and closed-loop long term 

correlations is not a.s ol>viol~s for ~~n\:oic-cvl fra.mes. H N W  filtering will he turned off 

for such frames (n1it.h preclict~io~i p i t i  \ x l ~ ~ c ~ s  lcss t.11a.n a. set threshold) as it adversely 

a.ffects the cocletl speech (~~ialit 'y. i\lld t l t ~  acli\.pt.ive coclehook search is conducted on 

the whole de1a.y range. 



Discussion 

Improved perceptua.1 speech clua.li t,y results from incorporating harmonic noise weight- 

ing in the analvsis-by-s~~iit~liesis loop. The I-INLV filter is updated at the subframe level 

by an open-loop pitch ana.lysis (every 4 ms) with a fixed harmonic noise weighting 

parameter c p  = 0.3. Two surviving LTP de1a.y values are kept at the outcome of the 

open-loop analysis. The a,cla,ptive coclebook sea.rch is then performed for all fractional 

lags within one sample of the top two selected delays. Increasing the resolution of the 

HNW filter c1ela.y wa.s a.chievecl by using .33-thp polyphase filters. Fig. 5.3 displays the 

energy spectrum of a 20 ms segment of input speech with superimposed the spectral 

noise weighting scheme frequency response in one case and the combined harmonic 

and spectral weighting casca.clc frequency response in the other. As can be seen, 

the spectral weiglit.ing envelope is presc->rvecl \vit,li high energy spectrum portions less 

emphasized than lower e1icl.g. port ions. thus making coding distortions. However, 

the error is assigned more weight at the spectra.1 dips resulting from the harmonic 

structure of the spectrum. empha.sizing in t.his ca.se the interharmonic quantization 

noise. 

The net effect of 11a.rmonic noise weig1it.ing ca,n be depicted in Fig. 5.4. A compar- 

ison between an original feuna.le speech voiced segment and the corresponding coded 

versions reveals that t.he introcluct,ion of ha.i.moniC noise weighting contributes to im- 

proving the envelope of the t,ime wavcl'onu. By xcentuating the periodicity of the 

reconstructed speech segment,. TIWM' fi l  t.ering helps also by attenuating the impact of 

sudden pitch period va.ria.tious a.11~1 inci~ea.sec1 noisy bellaviour of the speech waveform. 

This can be viewed a.s reducing the rolc the st.oclia,stic codebook excitation plays in 

the speech synthesis process. wi t.11 most of the speech reconstruction attributed to the 

periodic contril~u tion. 

5.4.2 Adaptive Postfiltering 

Enhancement of the recotist.ructccl spc~cch t.;\.lies place at the very last sta.ge of the 

decoding process I>y t,lw n~eans of post l i l t  cling. Postfilters a.re usually pole/zero filters, 

with their c0efficient.s eit.Iier kept fisecl or i>(lapt,ed with the LPC para.meters. However, 

while postfilt.ers cont.ril,ute t,o cotling clr~al i t .~ improvement in the ca.se of a single 

encoding, they can a.lso Iw tlw carlse ol'(It.wtic performance clegra.clations in tandeming 



Figure 5.3: Energy spectr1.11n of a \:oicc;(l spcech segment (clashed) with the ( a )  spec- 

tral noise weight.ing frequerlcy rcsponsc (solid) and the (11) combinecl spectral and 

harmonic noise \vcight,ing I'wql~c~ic!. rc.sponse (solid) supe~imposed. 



Figure -5.4: 100 ms of a voiccd wgment ol' ( a )  female speech along with its correspond- 

ing coded version wit11 ( I , )  onl!. spectral  ~ioisc. weighting and ( c )  coml)inccl spectral 

and harmonic noise wc.ight ing. 



odebook kdaptive 

Figure .5.,5: CELP clecocler with aclaptive postfiltering. 
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situations. Nevertheless, t.lie work in [:31] has shown that if the postfilter is tuned for 

every encoding sta.ge, its effect a.t. t.he early sta.ges can be controlled, resulting in an 

overall beneficid performance. It is tlierdore crucia.1 to adapt the post filter to the 

spectral characteristics of the speech segment. being coded, and to guara.ntee flexibility 

through some tumble pa.ra.meters. The post.filtering scheme adopted in this work is 

based on the improvecl model introtlucctl t.o the 16 kb/s LD-CELP CCITT standard. 

Fig. 5.5 represents the clecocling portion of t.he S kb/s CELP coding scheme, with the 

P xc'tation 
o ebook E d - 

postfilter  component.^ a.tlcle(l. 

Long-term post,filt,ering i s  ca.rriecl o11t I)\; t,he single tap FIR filter: 

with cl being the opt.imal Svactional T,TP dclav (up to 116-th of a sample resolution). 

The scaling fa.ctor gr is tlepcwtlcn t. on I ) :  

1 
I-.A(:) 

a,nd the long-term poslfiltcr cocflic.itwt i s  tlc41wtl a.s a. funct.io11 of the 0pt~irna.1 LTP 

- 
- 
- 

.F(n) . Long- term 
Postfilter 

L 1 f 
- 
- 

Gain 

- Short-term 
Postfilter 

Gain 
Scaling 
Factor 

S d n )  -- Scaling 
Unit 
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coefficient /?: 
0 if  , 3  < 0.6 

A/? i f  0.6 5 ,h' 5 1 (5.20) 

X i f : !3>1 

The amount of long term postfilt,ering is cont,rolled by the tunable parameter A. 

The short,-term postiilter has the form: 

10 

where 

The short-term postfilt.cr pa.ramet,ers a.re achpted every subframe in accordance 

to the set of interpolated LPC' pa.ra.met-ers { a k )  with k1 being the corresponding first 

reflection coefficient. An a.ppropriat.e choice of the bandwidth expansion factors yl 

and 72 will yield a spectra.1 \\:eight,ing: scheme that enhances the reconstructed speech 

quality, while the tunable para.meter 3 cont.rols t,he first order low-pass filter [l +,uz-'1 

appended to the post,filt.ering scheme in older t80 increme the coded speech brightness. 

To ensure unity power ga.i~l I~et.ween t'he input s (n )  and the output &(n)  of the 

postfilters, a ga.in sca.le hctor is colnpntecl arid used to scale the postfiltered recon- 

structed speech. It is obta.i~lecl a.s: 

However, hefosc heing ~isecl. this sca.le factor is pa.ssec1 through a first order l ~ w - ~ a s s  

filter yielding: 

5;,., = 0.9875 h"(,_,) + 0.0125 6, (5.24) 

where k refers t,o tPhe time il~tlcs ol' t . l l e  c.urlw~t subfra.me. The post filt,ered speech 

is then multiplied I)y 6 i k ) .  resultillg i n  I ! I ( -  clecoclecl specch &. The scding fa.ctor 



computa.tion method allo\vs the ga.iu ~ralues t.o gra.clually adapt to energy increases 

and drops. 

With tunable pa.lha.met,er values 71 = 0.65. 32 = 0.75, 7 3  = 0.15, and X = 0.65, the 

introduction of t,he postfilter resr~lt~ed in sha.rper perceptual speech quality, despite a 

loss of about 1.:3 dB in SNR.. 

Delayed-Decision Coding 

The essence of analysis-by-synthesis based coders such as CELP coders is speech cod- 

ing on a blockwise basis. The pxameters that a.re quantized and transmitted at every 

subframe are optimized for t,he current input speech subframe and in fact take into 

a.ccount the effects of t,he previously t,ra.nsmitt,ed parameters a.s the filter states are 

updated at the beginning of' the suhframe. IIowever, by allowing sIightly suboptimal 

parameters to be select,ecl for a. given si~bfranle, the choice of optimal parameters for 

the following subfmn~e with the now s111mptima.l initial conditions can possibly yield 

a smaller average mea,n squa.recl error \\.lien evaluated for both subframes. Departing 

from this line of thought,, t.ra.nsmission of t,he subframe synthesis parameters can be 

delayed until the end of the speech frame. where for each one of the five subframes, 

the optimally selected pa.ra.met,ers a.re kept a.long with a number of other surviving 

suboptimal parameters. The procedure t,a.l<es then the form of a treIlis coding scheme 

performed on the subframe lewl. Iinfort.111vi tlely t,his scheme is not pract,ica.lly imple- 

menta.ble without a, pruning operation at every stage in order to keep the number of 

surviving paths rea.sona.l~le. 01 herwise. cven wi t,h a small number of starting paths 

such as 4, the number of a.lt;ernat,ives at. t,lw 5-th subframe would be 1024. 

Fig. 5.6 illustrates t,lle clelayecl-decision coding scheme that the CELP coder fol- 

lows. For every sta.rting point of a. sul>fra.~ne synthesis stage, one suhoptima.1 LTP 

delay is kept dong with the optimal (lola.. By suboptima.1 delay it is meant the one 

that yields the nest to the lowest. nlea.11 sq~ia.recI error obtained for the optimal delay 

value. For ea.ch surviving LTP dda.!. (1. t l ~ e  excitation coclebook indes and the gains 

are jointly optimized. a.nd I he t . \w  syut.l~esis para.meter sets that yield the smallest 

subframe mean scluarecl ermr are kept. ~wul t ing  in further branching in the tree. 

Therefore, a.t t.hc end of this proceclu~.c for t.lle first subframe, b u r  paths are con- 
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Subfra~ue 1 S~ihflwne 2 Subframe 3 

Figure 5.6: Delayed-clecisio~i coding t see (fous surviving pa.ths are kept at every stage). 

sidered to be potential cantlida.tes for speech reconstruction. The selection process 

is repeated in the second sul)frame for ea.ch one of the four starting points, yielding 

in all 16 pa.ths t,o be consiclese~l at t.11e sta.rt of the third subframe. However, by 

hearing in mind t,l~a.t. different filter n~emosies a.ncl a,claptive codebooks are associated 

with different pa.ths, it, is casily seen ho\v computational complexity quickly rises. 

The maximum nuinher of' surviving p t l ~ s  is therefore limited to four, with the rest 

disca.rdec1. The cost associa.t.cd wit.11 each patch is the total mean squarecl error a.ccu- 

mulated over the previoi~s s~lhframe st.ages in the tree. At every stage, the four paths 

yielding the lowest cost, fi)rlil the start.ing points for the next stage. At the end of the 

fifth subframe, t.lw pa.ra.meicrs of the pat 11 yielding the minimal accumulated mean 

squared error a.re trmsrni t tcd. 

Improvements u p  t o  2 dB were rc~o~xlctl in Imth SNR and segSNR values when 

subframe pa.ra.mcltters t.ra.ns111ission \vils tlc.la.j.ecl until the fifth subframe. Statistics 

revealed that s~~lmpt.imal 1 ) a r m i ~ t . ~ r  \;a111es were cl~osen about S9% of the time for the 

first three s1111frames ol' t.hc decision t IYV. a.llowing, on a longer span of time, better 
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k ~ n a l e  

Ta.ble 5.2: SNR a.vera.ge va.lues for male and female coded speech. 

h4 ale 

coded speech perceptual clualiby. Indeed, the few clicks heard in unvoiced/voiced 

transition regions were attenuated with the introduction of delayed-decision coding. 

S X R  (dB) 

Coding Scheme Performance 

Lrncluant.ized 

17.1 

13.8 

The rec~nstruct~ecl speech q d i t y  of a '7-bit log PCM coder was employed as the cri- 

terion for the subjective evaluat,ion of the performance of tile enhanced 8 kh/s CELP 

coder. Without the a.dapt,ive harmonic weight.ing and the delayed-decision coding 

techniques, the coded speech clm1it.y came very close to the reference quality but was 

still inferior in some particular transit.ion regions (such as unvoiced/voicecl, vowel/stop 

consonant). The delayed-clccisioli n~et~liotl grea.tly contributed to the speech quality 

improvement at those transitions n.liilc harmonic. noise weighting resulted in clearer 

voiced speech segments. The net res~ilt, wa.s a, coded speech quality comparable to 

that of a 7-bit log PC'hi coder. a.ncl even superior for voiced regions. Objective SNR 

measures were a.lso recorcletl for a. collection of both ma.le and female ~ent~ences. Al- 

though their a.ct,ual value do 11ot. consti t.11t.e a. good clua.li ty evaluation criterion, they 

were used to eva.1 i 1at.e t.lw p e r f o r m m  of t.he different parameter quantizers. Ta- 

ble 5.2 summa.rizes tile ol,ta.iucd ~ w u l t s  for two versions of male and female speech 

sentences: one 1vit.h u~~iluanl~izid (-'Fl,I' ~\'nt.I~esis pa.ra.meters and one with a fully 

clua.ntizec1 coder. 

The training of the CE1,P c.scit.at.io~i codebook was intentionally a.voidec1 in order 

to  keep the coding schemc as 11i11c11 s~) (~~c . I~ - ( :o~~( ;ex t  free as possible. Minor improve- 

ments were however ol>t.il.i~i(d w i l l t  t 110 inc.lusion of a set of single-pulse excitation 

vectors in the cotlel ,~~li .  R!. ~no~~i t .or i t~ j i  t.he coclel~ook optimal index selection, it was 

found tl1a.t single-p~~lsc~ csrilat ion i11(1iws \\*c>re rwldly chosen at t,he onset of voiced 

Quantized 

1.5.6 

12.7 



regions, ensuring tl111s a faster adaptation to  t 11e input speech pitch periods. 

Conclusion 

With all the  features of an enhanced 8 kb/s CXLP speech coder now added t o  the 

overall coding scheme, qua.lity assessement is in order. Objective measures become 

insignificant a t  this point and t.he only way to carry out the performance evaluation 

is through a compa.rison with a.not,her well-esta.blished coding scheme. T h e  G.721 

CCITT standard is chosen for this purpose. 

As the  hit' alloca.tion resources beca.nie more limited, efficient and economical 

parameter cluantiza.tion scl~emcs t'u~.netl out. to  he a necessity. With most of the 

available bits alrea.dy used I)!: the escita.t.ion coclebook index, the LTP delay and the 

LPC parameters, only S I>it~s/sul>h.a.~nc rema.inec1 available for the codehook and LTP 

gains quantization. A virtuidly tra.nsparent clua.ntiza.tion could thus only be  obtained 

by vector quantization. F-Iowever, t.he erra.t ic 11eha.viour of the ga.ins does not allow one 

t o  properly exploit the esist.ing inter-corrcla.tion between them. An ingenious way to  

achieve t he  vector cluant,iza.t ion was t.o iise i nstea.cl the per sample energy contributions 

of the excita.tion a.ncl a . c l a .p t i~~  optima.l code vectors for tra.nsmission, along with an 

estimation of the frame overa.11 energj-. The  gains could then be retrieved from those 

normalized energies. The  s~~l)ject.ively e~.alua.t.ecl reconstructed speech quality justifies 

the sufficiency of a. 7-hit cotle1)ook energy contril>ution vector yuantizer along with a 

32 level uniformely qua.nt,izcd Sranie energy. 

The  coding str~rc.tu~.c sc.t.s t.lie physica.l lower bound that the coding distortion 

can atta.in. Improving the cmli~ig q ~ ~ a l i  ty a.fter that becomes a mat ter  of remodeling 

slightly the reconst.ruct'ecl ~ l > ~ c ~ c l i  st:rrtct r ~ r e  t.o esploi t the limitations of the human 

a.uditory syst,em. Post.filtc.rillg is one way of enha.ncing the perceptual qua.lity of the 

coder. Both a. long tvrm illid a short t ( ~ i n  postfilt.ers a.re implemented in this work, 

resulting in brigbt.er speecll qrralit.j.. 

Harmonic noise w i g l ~  t i I I ~ .  alt.lloltgI~ 11ot directly processing the reconstructed 

speech, contrihutcs g~wdl!. t.o ot~ll;~.ncillg t.1w speech periodicity for voiced segments 

by esploiting the maski~lg c.al)al)ilit.ic~s of t.he spectrum ha.rmonics. Spectral noise 

weighting was proven to lead t'o a 11101.0 p ~ t . ~ ~ p t , ~ r a . l l y  a,ppropriate CELP weighted er- 



ror criterion, I>nt the impso\.ements ol)taintcl with the introduction of harmonic noise 

weighting in the ana.lysis-l,y-syntllesis loop tlemonstrate that there is still potential 

for more percept.~~a.lly valid clist,ort>ion csi t,esia. 

Finally, by minimizing the spect.ra1 and ha,rmonic noise weighted error criterion 

over a longer int'esval. t,he select,ed synthesis pa.ra,meters, although suboptimal for a 

given subframe duration, yield better ma.tchecl (to reference) reconstructed speech. 

The concept of trellis coding is adapted to yield delayed-decision coding scheme where 

the accu~nulatecl mean squared error is minimized over one frame of speech ( 5  sub- 

frames) before transmitting the parameters of the individual subframes. The com- 

plexity related to the frequent filter state updates along the search tree is the major 

drawback of this enha.nceme~i t, t.ecl~niquc>. I>u t the sul~stantial perceptual improvement 

over the subframe I~asetl opt.imiza.t.ion m c . t . l d  renders the implementation worthwhile. 



Chapter 6 

Conclusion 

The work in this thesis carried out. invesbiga.tions on the possibilities of achieving 

toll-quality speech coding at. an opera.t.ing ra.te of S kb/s. After standardizing the 

LD-CELP 16 lil>/s coder, The CCITT has issued a set of requirements and recom- 

mendations for their nest target, na.tncl\-. low-delay high-quality coding at S kb/s. 

The  only existing potential ca.nclicla.t,c for staadardization is the S kb/s LD-CELP 

coder proposed in [7]. However. clue t,o the one-way coding delay constraint of 10 

ms, the mea.n opinion score for t,his cocling scheme did not exceed the 3.95 mark. 

Another successful version of high-8cl~~a.lit,~r cocling a.t S kb/s is the VSELP [29] which 

was selected by t,he TIA (T~lecomnlunicat.ious Industry Associa.tion) as the standard 

for use in North America.11 tligit.a.1 cellular t,elephone systems. This coder, widely em- 

ployed now for its robustncw to channel errors and very good coding quality, was 

also unsuccessful in crossing the 4.0 n m k  (toll-quality indicator) on the MOS scale. 

By relaxing some of' the constra.int.s imlmsecl on the two previous coding schemes, 

toll-quality reconst.ruct.etl speech wa.s incicecl obtained at a coding rate of S kb/s in 

this work. 

In view of the superiorit,!: i n  ))it, ra.te reduction capabilities of analysis-by-synthesis 

linear prediction ba.setl coders \vhile maint.a.ining high reconstructed speech quality, 

it was only 1ogica.l t.ha.t thc-  in~plemented scheme relied on the Code Excited Linear 

Prediction (CELP) cocling algori t hm. For the chosen coding delay of 20 ms, it turned 

out that a good practical i~nplcnwntation for a corresponding analysis frame of 160 

samples was an 10-tli order formant ptwlict,or cascacled with a long term predictor 



equivalent to a 3- tap predictor i n  perfor~na.nce. The covariance prediction method 

yields higher ol>jective results (more t11a.n 1 dB in overall SNR) than those of the 

autocorrelation methocl when 110th procedures were tried out in turn in a full coder. 

However, the occa.siona.l unst.a.ble I>eha.viour of t,he cova.riance scheme bends the choice 

toward the 1a.tter prediction method for which synthesis filter stability was guaranteed. 

Perceptually smoot.ller LPC pa.rameters tra.nsi tion from one analysis frame to an- 

other were also obta.ined when a small amount of bandwidth expansion was provided 

to the formant fi1t.e~ coefficients before quantization. To this end, a binomial window 

of effective bandwidth of SO Hz was applied to the autocorrelation coefficients before 

solving for the short term predictor coefficients. 

As fewer bits per fra.mc2 l~ecome a.\:aila.l)le for LPC parameters quantization at 

medium rates, sca.1a.r clua.nt iza.t.ion cotilcl not possibly yield a performa.nce suitable 

for a toll-clua.lity speech coder. Tsa11spa.sent~ quantizaiion of the LPC para.meters is a 

necessary condi bion for a.chic\.ing t.oll-qwli ty. and only vector clua.ntizers are capable of 

yielding spectral clist,ort,ions less than 1 (IT3 at such low bit rates. Complexity problems 

however quickly arise with \.ector quantiza.tion a,s the codebook size grows. Chapter 

3 proposed a vector quantiza.tion scheme that complexity by adopting 

a product-codebook moclel. Tlie Line Spec.tra.1 Frequencies (LSF) representation of 

LPC parameters wa.s found t.o he. a.n a.t.t.ra.ctive form of para.meterization due to  the 

close relationship hetween t he T,SF propert,ies a.nd speech spectra.1 cha.ra.cteristics. 

A perceptually weight,ed Rr~clitlcan LSF clist.a.nce memure was chosen to be the 

quantization distortion crit.cion. This weighting scheme takes into account the spec- 

tral hearing sensit.ivit.y and ['lie speech spe~t~ruin  related LSF properties to emphasize 

the more percept,ua.lly sig~~ifica.nt, lower I'sequency regions. A 24 bits/frame split vector 

quantizes (split VQ) wa.s constri~ctecl 1)y crea.ting one 4096-entry quantization code- 

book for the first four LSF's a.nc-1 a.not.11er 4096-entry cocleboolc for the remaining six 

LSF's. The codehooks nlerc. t,ra.inetl a.ccortling to the LBG algorithm. Splitting the 

LSF parameter vec.t,or for q11antiza.t.ion corresponds in essence to splitting the speech 

spectrum into lower enesgy a.nd Iligllcr energy Imlcls. The weighted Eucliclen~i LSF 

distance, when used a.s a, s1wct~sa.l clist.ort.ion measure, result,ecl in avera.ge spec.tra.l dis- 

tortion values a.ro11ncl I. cln. T \ r m  estsa. ] ) i t s  would have been necessary to achieve the 

same transpa.rent clua.nlizatio~~ perl'orn~a~icc. using t,lie split VQ scheme with a simple 



LSF Euclidean tlist,a.nce mcasure. 

Optimization of the CET,P syntliesis stage parameters was detailed in Chapter 4. 

The usual closed-loop approach was used for determining the long term predictor pa- 

rameters assuming t,ha,t. t.he excitation codc1)ook does not provide any contrihtion to 

the reconstructecl speech. However, once the optimal predictor delay is selected, the 

pitch predictor coefficient.(s) wa.s jointly opt.imized along with the excitation codebook 

index and gain. This secluent,ia.l la.g/joint ga.ins 0ptimiza.t ion procedure increased sub- 

stantially the perceptua,l quality of the cocled speech when compared to the sequential 

optimization technique (p ikh  pa.rameters followed by excitation codebook pa.rame- 

ters). The subjective results a.greed with the objective measures increases associated 

with the joint opt,imization t.c~cI111ique. secorcling up to 2 clB increases in prediction 

gain and SNR. ~ d u e s .  

The quality of t,he reco~lst~suct.etl specdl nxs furt,her enhanced by allowing su11sa.m- 

ple resolution of the long t.c!r~ii pseclict or tlclay. The fractional clelays were resolved 

to  1/6 of a sa.mple in crit.ica.1 pitch lag ranges. s11~11 as the female average pitch pe- 

riod range (not fully exploi~:~ecl I,! the I~asic CELP cocling algorithm), and to 113 or 

114 of a sample for ot.her less sensitive regions. A very efficient interpolation proce- 

dure consisting of polyp11a.s~ filt.esing ~~nclerecl the operation of increasing the delay 

resolution computa.ttiona.ll\- affostla1)lc for pract.ica.1 purposes. Hence, for a single-tap 

fractional delay pitch preclic.tor. 111) to I dl3 SNR. improvements were obtained with a 

small noticeable increase i n  percq)t.ual qualit.):, a performance comparable to that of 

a three-tap pitch pre~lict~or. 

With few bit,s rema.init~g tor qrlantizing the excitation codebook and the long 

term predict,or gains, vector q~iant.iza.t.iorr was found to be the only alternative for 

high-quality cocling neecls. It. is h o w ~ - c r  well-known that the gains and especially 

the pitch coeKic.ie~lt. clo not, lend t.11eniscl1.c~ well to vector qua,ntization due to their 

occasional errakic I)cha.viour. The corrcl;l.t,ion t h t  exists between the periodic and 

stocha.stic  component.^ of 1 he linear psetlict,ion excitation wa,s rather exploited by 

vector quantizing the per sa~nple enc.sg*\l cont.ributions of the formant synthesized 

ada.ptive ~ ~ ~ l e l ) ~ o I i  ent,sy and I.l~e ~sc.ilat.ion codebook entry. The qua.ntizet1 gains 

could then be recovcrecl from tllosc' en1 it.ics a.ncl fronl a uniformly clua.ntizec1 a.verage 

frame energy. .A :-hit. ga.i 11s \.cct.ot cl I I ~ I ~  t.izcr a.chievec1 very sa.tisfa.ctory results by 



allowing only minor clegra.dattions in ol)jccti\:e cl~ia.lity measures and slight perceptual 

distortions. 

After optimizing the various sta.ges of the CELP encoding process, the different 

techniques a.nd clua.nt,iza.tion schemes were a.ssembled to form a preliminary version of 

the S kb/s toll-quality coder. The reconst~ructed speech quality was however still not 

entirely convincing upon co~nparison with the output of a ?-bit log PCM coder. Since 

finer quantization was not mymore physically possible, the coding quality could only 

be improved 11y enhancing the perceptual features of speech signals. Spectral noise 

weighting of the CELP mea,n scluarecl error between theoriginal and the reconstructed 

speech has been unt.il now the most popu1a.r way of exploiting the spectral masking 

properties of the huma.11 a ~ ~ d i  t.01.j- systcni. On t,he sa,me baseline, the implemented 

work in this t,hesis sliowetl t . l~at ,  t.he periodicity of voiced speech segments could be 

greatly en11a.ncecl by further wigliting tlie mea.n squared error between the harmonics 

of the speech spect.rum. Tlw incorporation of the harmonic noise weighting technique 

in the analysis-by-sji~~t,l~esis loop increased t,he accuracy of the  CELP error criterion, 

as the masking properties of the spe~t~ra.1 lmrmonic regions were better exploited. 

Finally, on the clecocler sitle, the reconstructecl speech quality was also enhanced 

by adaptive short.-t,erm and long-term post,filttering. A brighter speech was the net 

perceptual result. 

The last clevelopement. stage in 111c coding scheme addressed' the 1imita.tions of 

confining the opt,imizat.ion of t,he CFLP pa.ra.meters to a speech subfkme duration. 

By allowing sul~opt~imal 1mra.lnet.er \ X I  ucs to be qua.ntized at a given subframe, the 

consequently opt.iniized palxnet.crs for the following subfra.me turned out to yield in 

more than SO 5% of t,he cases a lo\ver niean sclua.rec1 error than that resulting from in- 

dependent pa.ra.met.ers optimizat,ion f o ~  t lie t.wo consecutive subframes. Those results 

have led to the elaI)ora.tioli of a, clela.yetl-clccision coding scheme conceptually similar 

to trellis coding principles. / In  accunirila t.ecl minimum mean squared error cost was 

assigned to every path in a. clela.yecl-clccision coding tree where a maximum number 

of allowable pa.t,l~s were kept at,  c ~ ~ c r y  sul)fra.me st,a.ge. At the la.st subframe sta.ge, the 

path with the n~inimum acc.~~rn~lla.t.cd 1i.iean sclua.red error had its cluantized parame- 

ters transmitkd for t.lie t.ot i l l  of f i w  sul)fr;lmes in one frame. Sulxta.ntia1 perceptual 

improvements in the coding cllli\lit!- r e s ~ ~ l  t c ~ l  from this scheme, cluantita.tively ecluiva- 



lent to over 2 dB increa.ses in SNR mea,snres. The  major clra.wba.ck in this scheme is 

however the increasccl conlputa.tioi1a.l conlplcsit,y issue. One could also worry ahout 

the effect of channel errors propa.ga.tion along the delayed-decision coding tree stages. 

Nevertheless, since the work in this thesis was only a t  the experimental level, com- 

plexity reduction was not the ma.jor ta.rget a.nd the coder performance was evalua.ted 

in error-free channel conditions. 

Informal compa.rison h e n i n g  tests between the completed CELP coding scheme 

and a 7-bit log PCM coder revea.led tl1a.t the quality of the two reconstructed speech 

versions was perceptually equivalent. Moreover, clearer CELP coded speech resulted 

in some voiced regions, clue to the periodicity enhancement techniques employed. 

The  CCITT specifica.tions for st.ar~cla.rtlizing the S kb/s coder require a one-way 

coding delay less t.ha.11 10 Ins. Invest.igat,ions in this work have been carried out 

t o  lower the a.dopt.ed 20 ms coding clclajl. The  speech qua.lity suffered slightly from 

reducing this delay to 16 111s. a.url toll-clua.li t.!~ wa.s lost. As it was mentioned previously, 

the Low-Delay CELP coder operat,ing at. S kh/s ['i] has characteristics that  are the 

closest t o  t he  CCITT specifica.t.ions, I I I I ~  does not achieve yet toll-quality coding. T h e  

quality enhancement tl1a.t resulted from the combined harmonic and spectral noise 

weighting scheme a.nd especially from thc tlela.yec1-decision coding technique a t  no 

extra  bit ra te  pena.lt.ies is a \.cry encourilging step toward future research in achieving 

toll-quality coding at  niecliurli hit ra.tes. Starting from the Low-Delay S kb/s CELP 

coder, perceptua.1 enhancement t,echniques slloulcl be able to  increase the coded speech 

quality, and eventually reach the perSol.~~~a,nce of a 7-bit log PCM coder with the 

application of clela.yec1-decision coding. T l ~ e  la.tter improvement method can however 

quickly increase the computational complcsit.?;of low-delay cocling a.pplications, as the 

parameter update ra.t,c I3ecoines mrich Iilorc. freclrient (shorter subframes) in addition 

t o  the LPC pa.ramc.t,ers Iwi~ig I~a.cknwrt1 aclapted. Such cha.racteristics are  reflected in 

an increa.sed nurnl>er of stages i n  the dclil!wl-decision tree as well as a separa.t,e LPC 

a.nalysis for every a.lt.er~iat.i\,e (pat.11) ;It a $\-en stage in the tree. Proceclures to bring 

clown the cornplcsit.! of' tlel;lyctl-tlccisioli cotling in a. hacliwa.rd a.daptive LPC a.nalysis 

coding environment niigllt I)e 1:11c' sol111 ioli Sol a.t,ta.ining toll-quality when low coding 

delay constra.in t.s arcx i in posi~l .  



Appendix A 

An efficient polyphase network for the 1-to-D digital interpolator is de- 

rived in this a,ppendis, follo\vcd I,\; a. Ilrief overview on some of the properties of the 

polypha.se filters used in t.he st,ruct.ure. 

A block dia.gra.111 for a. sampling rate increa.se by D is given in Fig. A.1. The 

sampling rate expander illserts L - 1 zero 1-a.luec1 samples between each pa.ir of samples 

of x(n) to yield the signal w ( n ) :  

s($), 171 = 0, k D ,  r t2D, .  . . 
~ 1 0 ( 1 7 ? )  = 

otherwise 

The spectrum of ~ ~ ( 1 7 2 )  will cont.a.in t,lw 1)ascl~and frequencies of interest (-T/D to n / D )  

plus images of the ha.seband cent(erec1 a.t harmonics of the original sampling frequency 

f 2n/ D, f 4 ~ /  D, . . . . The I)a,scl)ancl signal is recovered by passing w ( m )  through an 

ideal digital low-pa.ss filter / ~ ~ , p ( n , ) .  Tn the frequency domain, the ic1ea.l filter response 

H L p ( e j w )  is known 1.0 he: 

D. \ l l l l  5 5 
[ILI, ( e. '" ' )  = 

0. otherwise ' 

Figure A .  1: Block cliagranl lor ir~~o~~polai,ion I>y a.n i ~ ~ t e g e r  fa.ctor D. 



m c l  the interpola.tion output signal p(m) will he: 

. 7 i ( e j U f D ) ,  jzol 5 $ 
WJ"') = 

otherwise 

The output signal y ( m )  can be espressecl as the convolution of the input signal with 

the impulse response of the ideal low-pass filter hLp(nz),  written as 

By introducing the change of va.ria.l>le 

where la] is the lea.st integer less tI1a.n os eclua.l to a, Ecl. (A.4)  becomes: 

With the modulo notation tn -$ D  I~eing more compact for 172 - L$j, the output y(m)  

is finally espressecl as: 

The coefficients of t.he low-pa.ss filt.er impulse response in (A.7)  ca.n be denoted by 

y,(n.), whese 

, ( / ? , , ( I ? )  = /1L ,p ( t )D+~7? ,@D) ,  (A.8)  

for all nz m t l  I?. The set. of coefficients {g , , , ( ta ) }  ca,n be seen as a periodically time 

varying filter wit 11 period D. ! I (  D )  is t,l111s genera.t.ec1 using the same set of coefficients 

{g , (n))  as for y(0). !/(D + I ) ,  like ! / ( I ) .  I IWS { g l ( i ? . ) } ,  ancl so on. On the other hand, 

the input signal ~ ( n )  ilicrei\s(~s 1))' 0 1 1 ~  siunple for every D  output samples. In general 

the output sa.mples ! j ( r D ) ,  ! j (rD + 1 ) .  . . . . y(1.D + D  - 1 )  are obtained from the input 

samples n : ( r  - 11.). The sig~~iil  . I . ( ? , )  is t.1111s upcla.t.etl at the low sa.mpling ra.t,e f,, while 

the output y ( m )  is evall~al.c-d ;>.I, t . l ~ c x  l~igli sa.nipling ra.te D f s .  



Figure A.2: Commuta.t.or model for a. 1 - to - D interpolator. 

The ideal low-pas filt,er impulse response h l ; p ( ~ n )  can be partitioned into D filter 

subsets operating a.t the low sa.mpling ra.t.e. These subsets are D separate linear time- 

invariant filters, p0(n), p1 ( " ) ,  . . . . p~~~ ( I ) ) .  lil~o\\rl~ as polyphase filters. The k - t h  

polyphase filter is given I)\-: 

p L . ( . U )  = yk(17.), (A.9) 

for 0 5 k 5 D - 1 and d l  2,. \l~'it.li t,lic I1('1p of ( i l . S ) ,  the expression for the polyphase 

filters becomes 

for all n. For each new inpl~l. sa~llple . I - ( H ) .  D sa-mples y(nD+X:) will thus be generated 

a.s the output of t.lie D succwsivc pol\.l)lla.sch filt.crs. 

With the polvphase fllt.eri~~g st,ruct.ure now int.roclucecl, t,he 1 -to- D int,erpolator 

can be efficient.ly represented I)y t.hc co~~~it.e~*clocliwise commutator model shown in 

Fig. A.2. The filt,esing i n  the polypllilse irltcrpola.tion ndwork is performecl at the 

low sampling ra.t,e. For eac.11 input' sa~iiplc . r ( 1 1 ) ,  t'lie corn~nutator sweeps thsol~gh the 

D polyphase pa.[ hs to get. 1) or~tpr~t ,  s a~~lp les  of y(171).  

Taking a, closes looli a.t 1 lw t l d i ~ ~ i t  ion of t Ile polyphase filters in (A.10), it is seen 

that they cosrespontl to clcc.i~~iat.ed \wsions (I>!. a. factor of D) of the low-pass filter 



center of symmet,ry 

Figure A.3: Polyphase filtc~s pvopertics: ( a )  fractional sample phase shifts and (b) 

all-pass frequencj, rc.spo~lsc~. 

hLp(nz ) .  This itleal lo\\'-pass filter is I Y I - ~  often a.pproximated by linear phase FIR 

filter h ( n ) .  The corresponding polyplrasc filters will naturally also be finite. Fig. A.3 

(a)  examplifies the decimal io11 proc~ss for an interpolation factor D = 3 and a 9-tap 

FIR interpolates. The FTI3 int.erpoIa.t:or is shown to be symmetric ahout in = 4, and 

thus having a, f1a.t. delay ol' -1 sa.tnples. Tlrc points of symmetry of the envelopes of 

17)o(n), pl ( i z ) ,  and p 2 ( n )  a.w ~wpwt . i \ .~ Iy  i l l .  -113 of a. sample, one sample, and 2/3 of a 

sample. Different phase s11il't.s arc tlir~s associa.t.cd with the different FIR polyphase 

filters, and hence just,if\-irrg t 1 1 ~  o r ig i~~  ol' (.Ire t'ernlinology. Generally, i f  the FIR low- 

pass filter a,pprosima.t:ion is of lcngtli .\', the polj,plia,se filters will be of length N I D .  

Choosing N to I)e a, m~tltiplc ol' I) will !.icltl polyplmse filters of the same length. 



Fig. A .3  (1)) shows the scaling of t,lie pol~ylla.se filters frequency response Pk(ejU') 

from the range 0 5 11: 5 T / / I  corresponding to the ideal low-pass filter response to the 

range 0 5 20 5 T ,  clue to the clecin~a.tion process. It can hence he concluded that FIR 

polyphase filters a.pproxima.te ideal all-pass litzenr phase filter characteristics, with 

each value of k corresponding to a different pha.se shift. 



Appendix B 

This appendix briefly details the computa.tion and the uniform quantization scheme 

of the fra.me energy. It also illust,ra.t,es t,lir interpolation procedure used to obtain the 

subframe energy estirna.t,es necessar!. for the recovery of the codebook gains. 

As shown in Fig. B. 1. the comput,at ion of the frame energy is based on one analysis 

frame rather than on one I'rarnc to he encocled in order to preserve continuity in the 

subframe energy estima.tes. Assuming the order of prediction to be p and the analysis 

frame length to be Na4, the frame energy of t,he input speech s ( n )  is given by: 

where 
,A', 

@ ( i .  X:) = C . 5 ( n  - i ) s ( n  - k ) .  
1 1 = p  

The energy normaliz~cl b!. R,,,,,,. = A,,,,,,.( 11 )' in espressed in the log domain as: 

The implement.~tl 5-hit uniform cluant.izer ha.s 2 dB width bins uniformly dis- 

tributed dong t.lie log-energy Imge. T l ~ c  t,ra.nsmittecl qua.ntiza.tion index I is hence 

determined a.ccorcling t,o t , h ~  followi ng cr111 a. t,' 1011s: 

0 iI '  R.IR < -72 

1 . . .:{I s.t.. 11 - ( R r l B  + (iG)/21 is minimal 

From this tra.nsmittccl inrles. t,llc. energy on tlw clecocler sick is recovered by: 



Subframe energies ~ ~ ( 0 )  

Weights: 1 0  314 114 112 112 114 314 0  - 1  
L L A 

speech data 

A L A . speech data 
1 r 1 

Past ANALYSIS frame Present ANALYSIS frame 

Figure B.l: Int.erpola.t,ion scheme for t,he subfra.me energy estimates. 

The subframe energy estimation R , ( o )  is based on a direct interpolation of the past 

analysis frame cluantizecl energy R,, , , l (0)  and the present analysis frame quantized 

energy R P r e s e n t ( O ) .  In other terms. i t  is obtained as a weighted cornhination of the 

quantized frame energies: 

~ ~ ( 0 )  = ~(liRIlnst  (0 )  + (1 - ~ ~ i ) R p - e s e n t  (o), (B.6) 

with the weighting sclielne ( 1 ~ ; )  illust,~.a.tccl in Fig. B.1. 
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